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Technical Support

For technical support, please visit: https://www.sangfor.com/en/about-

us/contact-us/technical-support

Send information about errors or any product related problem to

tech.support@sangfor.com.
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About This Document

This document describes the application deployment guide in the KubeManager
localhost.

Intended Audience

This document is intended for:

e Cloud Engineer

¢ Operations Manager

Note Icons

Indicates an imminently hazardous situation which, if not avoided,
will result in death or serious injury.

Indicates a potentially hazardous situation which, if not avoided,
could result in death or serious injury.

Indicates a hazardous situation, which if not avoided, could result

in minor or moderate injury.

Indicates a hazardous situation, which if not avoided, could result

in settings failing to take effect, equipment damage, or data loss.

NOTICE addresses practices not related to personal injury.

Calls attention to important information, best practices, and tips.

NOTE addresses information not related to personal injury or
equipment damage.

Change Log

Oct. 27, 2021 This is the first release of this document.
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1 Introduction

In this guide, we will deploy an online sock-shop service. Below is the basic

overview for the deployment of an online sock shop.

Sock-Shop System Component

devm | NET Cave | e o '™ lovs

Fabbea
e

Front-end : User interface services

Order : Order services

Order-db : Mongo database for order
Payment : Payment services

User : User services

User-db : Mongo database for user
Catalogue : Product listing

Catalogue-db : MySQL database for product listing
Cart : Shopping cart services

Cart-bd : Mongo database for shopping cart
Shipping : shipping services

The demonstration will be using the following IP:

Kubemanager IP: 192.168.20.166

Harbor IP: 192.168.20.167

2 User Cluster Preparation

Use KubeManager to create a user cluster with at least one worker node more

than 4 Cores 8G.

O state

Add Node

Roles Version cPu RAM Pods

V11613

i v D344 Cores 0/49 GB e
(Camra Pane viE 3 04/4 Cores 0149 GB 9mo |t
ork -

[Conirsl e ViteTs 04/4 Cores 01/49 GB oo (i

E Processor 4 core(s)
. Memory 3 GB

= Disk 1 100 GB
= Disk 2 150 GB

© coovo i Maone
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3 Images Preparation

1. SSH to Harbor or one of the worker node backend, upload the docker file
(In this demonstration, the docker file name is sock-shop-image.tar.gz) to

the host. Get the file from Sangfor TAC if needed.

Credentials for SSH

Username: root

Password : Sangfor-paas.237

2. After this, extract the file using the docker load command (The extract

process may take some time if it consists of many images).

Command: docker load -i sock-shop-image.tar.gz

o docker lo

3. Check whether the images have loaded successfully. In this project, the

docker file consists of 17 images.

1. docker images -a | grep sock

2. docker images -a | grep sock | wc -
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o docker images -a | grep sock
mongo latest
a7 15 mont
k-shop/openz ipkin/z latest
07 6 months ago
alpine

0.4.7

ago ¢
demos /catalogue
E 41.2MB

4 yea
shop/rabbitmg
4

62 ye 179ME

k -shop fweavewor

cd 4 years ago :

k-shop/weaveworksdemos/front-end
ago 120ME

pkin-dependencies
ago 213M8

4. Provide tagging to the image and save the output to b.sh (or another file

name). After this, provide file permission to b.sh and run the script.

1. docker images -a | grep sock | awk '{print "docker tag "$1":"$2"
HarborlP/"$1":"$2}' > b.sh

2. chmod 777 b.sh
3. /b.sh

4, docker images -a | grep HarborlP/library/sock awk '{print $1":"$2}'

x docker images -2 | grep sock | awk '{print "docker tag "$1":"$2" 192.168.20.167/"$1":"$2}' = b.sh
chmod 777 b.sh
o ./b.sh

gueue-ma :0.3. 1 ibrary ave : ueue-master
n-dependencies:1.4.6 library > n-dependenc i

p/ s/catalogue-db:0.3.
op/weaveworksdem se H ]
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167/11ibrary/sock | awk '{print $1":"

5. Login to Harbor and prepare to push the images (Default Harbor login

password is Harbor12345).

1. mkdir -p /etc/docker/certs.d/HarborlP
2. curl -kL http://HarborlP/api/systeminfo/getcert -0
/etc/docker/certs.d/HarborlP/ca.crt

3. docker login -u admin -p Harbor12345 HarborlIP

/ eminfo/getcert -o Jetc/docker/certs.d/192. 168,260
Time Time Time Current
Upload Total Spent Left Speed
0 5 sk

Login
Sal

6. Push the images to Harbor. First, we will group all the docker push images
commands and save the output to a.sh (or another file name). After this,

grant file permission to a.sh and execute it.

1. docker images -a | grep HarborlP/library/sock | awk '{print "docker push
"$1""$2}' > a.sh

2. chmod 777 a.sh

3. Ja.sh
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o docker image | grep 192.168.20.167/11ibrary/sock | awk '{print "docker push "$1":"$2}' = a.sh
chmed 777 :

hop/mongo ]
H ng [

: Duchinn

£ Projects SRS

library
[ Logs ) ) . -
Summ Repositories  Helm Charts fembers  Labels  Logs  Rebot Accounts ag Retention S— Jeonoore
& Administration ~ —

L REGISTRY CERTIFICATE  PUSH IMAGE DOCKER COMMAND v (Q sock| =

Tags Pulls

<8 Configuration

—

7. After this, the images should be able to push to Harbor successfully.

4 Services Deployment

1. Login KubeManager, create a new Namespaces and project.

Project Deployment:

), Sangfor

KubeManager R o e JEE g bers @ english n sult Admin | =

Projects/Namespaces

= + m

Namespace Name & Created
O default 07/29/2021
O [Actve nginx 08/02/2021

Sangfor
KubeManager

Cluster Nodss Sterage Projects/Namespaces Member: oals ® english ~

Add Project

[=

Members
v

Default. Admin { admin

Resource Quotas

Project Owner

, Container Default Resource Limit

Labels & Annetations
>
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Namespace Deployment:

et :

o hbodater | Guder  MNodes  Storsse Merbe ook @ oo+ () Dot i (s -
Add Namespace
sock
2. Browse to the project page, import the image by importing YAML files.

oo o B ] o

LNoTE

If the docker project consists of more than one workload, it's suggested to have a YAML file

to define the relationship between workloads and how they should be deployed.
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Copy and paste the YAML file content. Remember to replace all the Harbor Ip

according to the environment.

Import AL 4 Read from a file

3. After the workload is created, it will need to wait for some time until all the

workload turns to active status.

Qfgg’g%nﬂw T [N . resoeces  Members  Teck @ o - () Detat A (s <

Workloads Load Balancing Service Discavery Volumes B - BT Deploy
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5 Publish Services

1. Access cluster mode, proceed to Tools > IP config, set a virtual IP for the

cluster, and click Save once it is completed.

=, Sangfor e e e .
Q KubeManager cictsiMamespaces  Members (RS @ rroiich n Default Admin ¢ sam
IP Config
(@ ot Changing netvork confiueation may et iusines Pease opersie ith caution otiers
®Ersbled O Disebled B
it

2. Access the project and click Add Ingress to configure for Load Balancing.

), Sangfor - .
[T . PO .. e Membes  Took gsh = Default Admin {smin ) =
& i dierager @engisn - (Y ot
Workloads Load Balancing Service Discovery Volumes S
] Name & =

Provide a name for the project. After this, configure the load balancing policy.
In this project, the front-end workload interacts with the user. Therefore it
will be the target for load balancing. The port used for the workload is 8079,

while the listening port for localhost can be any value.

Add Ingress

& sangfor
KubeMar

+ e
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Ny S g —

Workloads Load Balancing Service Discovery Volumes

MNamespace sock

0 [ sock 52168 2016810022 (7 B » ot

3. Access the web service through the VIP with the listening port. If the project

is deployed successfully, the web services should be accessible by the

browser.

Q WeaveSocks x +

< C A Notsecure | 192.168.20.168:10022

OFFER OF THEDAY  Buy 1000 socks, get a shoe for free!

w weavevsvgﬁg%— CATALOGUE -

WE LOVE SOCKS BEST PRICES
Fun fact: Socks were invented by We price check our socks with trained
woolly mammoths to keep warm. They monkeys back at the office

Ancd s b bimmnesnn Shsentel b b of

650 PM

CTION
ED

100% SATISFAC
It

GUARAN

Free returns on most items. Hamsters
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