&

SANGFOR

Operation Manual of Sangfor PaaS - KubeManager 1.0 Confidentiality: internal use

7oy

Operation Manual for
KubeManager — Sangfor
PaaS Platform

(For Version 1.0)



@ SANGFOR
Operation Manual of Sangfor PaaS - KubeManager 1.0 Confidentiality: internal use

Sangfor Technologies Inc.

Revision



& _, SANGFOR

! Operation Manual of Sangfor PaaS - KubeManager 1.0  Confidentiality: internal use
Revision Author Date Brief Introduction
Number

1.0 Zhao June 30, 2020 | Initial draft

Zhenyang




)

()

SANGFOR

Operation Manual of Sangfor PaaS - KubeManager 1.0 Confidentiality: internal use

Contents

—

Overview of KubeManager...........ccoeevieriiriiiiniiiicienecseeceteeeese e 1
1.1 Development 0f DOCKET........ccccccuiiiieriieiieiieeieesee ettt 1
L.2 KUDCINETES. ..cueiieiiieiie ettt ettt et ettt e bt e e e e 1
1.3 Sangfor PaaS Platform — KubeManager.............ccccceevveerirenierieeieenreennens 3

1.3.1  KubeManager ArchiteCture..........cceeeueeriierieeniienie et 4
ENVITONIMENL. ..ottt ettt st s aee e 5
2.1  Environment Deployment............ccocieriiiiiiiiiiiiieie e 5

2.1.1  Environment Requirements............ccceecueeerierieerieenienieenieere e 5

2.1.2  Installation of Manage CIUSTeT...........ccceevuiriinerienienienieneeieeeeneene 6

2.1.3  Installation of User CIUSLer.........cccerieriieiienienieieceeieee e 7
2.2 Environment MaintenancCe. ........ccccueeueerieeniierieeiieniieeieeseeeieeseeeeeesneeenne 10

2.2.1  Expansion and Addition of User CIuster...........cccccceevevrerierveeneennen. 10

2.2.2  Maintenance and Deletion of Nodes.........cccccoeveeriiiiieniieneenienen. 11
USET SYSTRIML...ceiiiiiiiiieiiiie ettt ettt st e et e e siteeeeaeeetaeeesaaeesnneeesnsaeennseens 13
3.1 Overview of USEr SYSteM.....cc.eirieiiriiniiiiiniinieeieseesie et 13
3.2 L0CAL USCI.cutieuiiiiiiieieeiet ettt et e 13
3.3 Integration with Third-party AcCOUNt..........ccceevuiriiieniiiiienieeiee e 14
REZISIIY . .eevteeiieete ettt ettt ettt e et e st e enbeesabeesbeessseessaeenseenseensnas 16
4.1  Deployment and High Availability..........cccccooiiiiiiniiniiieeeeeeeeee, 16
4.2 Private Re@ISIIY....cooiiiiiieciiieiieeieeieee ettt 16
4.3 Registry Configuration...........cceeueeriieiiieniienie ettt 16
4.4  Image Upload and Management.............ccccuveerueeerieeenieesiieeeeeesieeesineenns 17
APD STOTC..c.nieiite ettt ettt et e ettt et st nabe s 18
5.1  Deployment and High Availability...........ccceoveeriiiiieniiieieeieeeeeeeee e, 18
5.2 Configuration of APp StOTe......c.ceviiiiiiiiiiiiieiieeeee e 18
5.3 Application Upload and Management.............cceeeueerveenreenieenieenveenneennnenns 20
5.4 Multi-cluster ApPliCAtIONS. .....c.ueeeeuiieeeiieeeiieeeiee ettt eree e 20
Storage and USE.......ccveeruiiiiieiieeiiecie ettt ettt aeebeessaeesaeense e 22

www.sangfor.com.cn i



")

> SANGFOR

- Operation Manual of Sangfor PaaS - KubeManager 1.0~ Confidentiality: internal use
6.1 SEOTAZE SEIVET...cueiiiiiiiiiiieieetete ettt s 22
6.2 Creation of Storage Class........ccceecvieriieiieiieeiiesee e 23
6.3 Creation Of PV ... 25
6.4 Support to Other StOrage........ccceevveeviiiriieiiieiiieieeeie et 26
7 Multi-cluster Management...........cceevuieriiiiiieniie et siee ettt seee e ens 27
7.1  K8S Clusters on "Hosts from Cloud Service Providers"............ccccccevene. 28
7.2 Cluster of "Kubernetes Hosting Service Providers"...........cccccoveeviniinenne. 30
8 Project Configuration.........c..ccvieeiieriieiiieiieeieeeie et ete et e eire e e sereebeessbeesaesnseens 31
8.1  Creation Of PrOJECt........coiiiiiiiniiiiiiiiecicnceeceeee e 31
8.2  Namespace Management..........ccceeveuereriieenieeeriieeiieeeieeesieeesreeesseeesnneeens 32
O SYStEM TOOIS....eeiuiiiiiieeie e 33
0.1 GlODAL SEHNGS....c.veiievieiieeiiieiieeie ettt et eeae et e saeebeessseeneeas 34
0.2 CIUSEET SEHINES...cvteririietiiieniierieeteettente ettt ettt nae e 36
0.3 ProJect SEHNES....cccvieeeiieiieeiieeiieriie et et e et et e ereesteeebeereeesbeesaeenseeseeennes 39
10 Other ConfigUrations...........cecuerierieriirienieeiene ettt 39
10.1 Backup and RECOVETY......cccuviiiiiiiiiiieiieceeeeeee e 39
10.2 SECUTTEY ..ttt ettt sttt s 41
10.3  Precautions.......ooiiiirieiieieeiesieee ettt 42

www.sangfor.com.cn il



& SANGFOR

N—% Operation Manual of Sangfor PaaS - KubeManager 1.0 Confidentiality: internal use

1 Overview of KubeManager

1.1 Development of Docker

The container technology originated from the namespace resource isolation technology and
cgroup resource restriction technology of Linux kernel. Namespace saved path to Linux kernel in
2001. The container technology really became available after the release of LXC in 2008.

Linux Container is a kernel virtualization technology, which can provide lightweight
virtualization and isolate processes and resources. Linux Container is abbreviated as LXC. LXC
needs no instruction interpretation and full virtualization. LXC, the predecessor of docker, has
been replaced by Libcontainer since version 0.9. Docker started with LXC, then optimized LXC,
encapsulated components such as Libcontainerd and libnetwork, and managed them with runc.

The current Docker has three packages: containerd, docker-ce and docker-ce-cli.

Docker-ce-cli replaces runc as the manager.

container image

|
manages manages —-'J

Client
! r CLI
network data volumes
I REST API l
manages server manages

docker dasmon

%

1.2 Kubernetes

Docker solves various problems caused by inconsistent environment in the process of
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application deployment, but problems like container deployment, expansion and management on
large clusters give birth to container orchestration engines, such as Kubernetes, Docker swarm and
Mesos. Mesos was released by Twitter, swarm by Docker, and Kubernetes originated from the
Borg system of Google. Kubernetes is abbreviated as K8S, in which 8 represents the 8 letters
being omitted. K8S is portable, extensible and automatic.

K8S manages the above services with declarative API. K8S contains such components as
ETCD, api server, controller manager, scheduler, kubectl, kubelet, kubeproxy, and docker.
Generally, etcd, api server, controller manager, and scheduler are deployed in one node, which is
usually called Master node. Other components are deployed in each node and become nodes.
Master mainly stores the cluster configuration, schedules services in the cluster, and controls the
cluster. Node is mainly responsible for the operation of containers, the hosting of services and the

release of services.

Controller
Manager

kubelet

Container

Runtime
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kubect! (user commands)
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Pod
T

Pod

kubelet

K

Pod
==

Pod
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==}

1.3 Sangfor PaaS Platform — KubeManager

KubeManager is a simple, easy-to-use and stable cloud native multi-K8S management

platform released by Sangfor. By applying the cloud native technology, KubeManger runs all

system components on K8S. KubeManager provides default registry and app store, supports

integration with the third-party registry and app store, and supports third-party account system.

KubeManager is a lightweight and stable commercial Kubernetes multi-cluster management

system.




an

-

> SANGFOR

Operation Manual of Sangfor PaaS - KubeManager 1.0 Confidentiality: internal use

1.3.1 KubeManager Architecture

User

Y

| Access layer VIP |

KubeManager is a PaaS system running on kubernetes. KubeManager provides multi-K8S

management, registry, app store and other functions. Every component of the KubeManager

system meets the high availability mechanism. On the underlayer, the high availability of

kubenetes is transplanted to this system, to ensure the high availability of system, so that the

system can provide external services normally when the duplicate of any node or any service fails.

The following subsystems ensure the high availability of the entire system:

® The keepalived service ensures the high availability of interfaces through floating IP

addresses;

keepalived keepalived
postgreSQL
master
Keepalived service
R - e e
postgreSQL
slave
KubeManager kubeManager KubeManager
Rostgres (Al ;senvice KubeManager service
| Other K8s | OtherKss ! Other K8s
components components | components
\ |
> api-server _’L api-server —’i api-server
etcd ‘ etcd etcd
Etcd cluster
Node1 Node2 Node3

....................................................................................................................................
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® The daemonset service ensures the access performance expansion and high availability of

services;

The postgreSQL service component ensures the high availability of databases. The operator
component allows automatic configuration of various database modes (single host,
master-slave, and one-master-to-multiple-slave) and can be used to store audit logs or harbor

user information.

The ETCD cluster ensures the high availability of configuration data. All configuration
information of KubeManager is stored in K8S at the underlayer.
® KubeManger runs on kubernetes as a service. Kubernetes guarantees the high availability of

all components of KubeManager;

2 Environment
2.1 Environment Deployment

2.1.1 Environment Requirements

Non-highly available environment

. Installation
Host | Hostname CPU | Memory | Disk
component
Manage
80 GB system disk without partition; | clusters,
Host 1 KubeMager 4C 8GB o
mount 50 GB registries, and
app stores
etcd,controller, 100 GB system disk without partition;
Host 2 8C 8GB User cluster
worker mount 150 GB
etcd,controller, 100 GB system disk without partition;
Host 3 8C 8GB User cluster
worker mount 150 GB
etcd,controller, 100 GB system disk without partition;
Host 4 8C 8GB User cluster
worker mount 150 GB
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Highly available environment

. Installation
Host | Hostname CPU | Memory Disk
component
Manage
80 GB system disk without | clusters,
Host 1 KubeMager 4C 8GB i o
partition; mount 50 GB registries, and
app stores
Manage
80 GB system disk without | clusters,
Host 2 KubeMager 4C 8GB i o
partition; mount 50 GB registries, and
app stores
Manage
80 GB system disk without | clusters,
Host 3 KubeMager 4C 8GB i o
partition; mount 50 GB registries, and
app stores
etcd,controller, 100 GB system disk without
Host 4 8C 8GB User cluster
worker partition; mount 150 GB
etcd,controller, 100 GB system disk without
Host 5 8C 8GB User cluster
worker partition; mount 150 GB
etcd,controller, 100 GB system disk without
Host 6 8C 8GB User cluster
worker partition; mount 150 GB
100 GB system disk without
Host7 | worker 8C 8GB User cluster
partition; mount 150 GB
100 GB system disk without
Host8 | worker 8C 8GB User cluster
partition; mount 150 GB

KubeManager can be installed on VM, bare metal, cloud server and other infrastructures, and

supports various network topologies. For example, the deployment in VPC, single NIC

deployment in classic network, multi-NIC deployment in classic network.

2.1.2 Installation of Manage Cluster

The installation of KubeManager cluster is very simple and convenient, including the following

steps:

Install the operating system
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Set disk partition and time
Assign IP addresses and plan networks

Configure ssh server

SRR

Execute the installation program

The installation script has only one command. Then KubeManager can be installed based on the
configured parameters. Once installation is completed, you can use the excellent service provided
by KubeManager after simple initial setup.

You need to set the default password of admin when logging in for the first time:

Reset Password

Please input your account information.

i+ @ Create my own password Use a randomly generated password

Select "Custom password" to define your own password or select "Random password" to generate

a random password. After the password is set, it jumps to the homepage of KubeManager.

2.1.3 Installation of User Cluster

You can directly install the K8S cluster on the KubeManager interface, which is very convenient
and quick.

First, login to the KubeManager platform, and then shift to the Global mode:

2/ - e S e E2S I8 @iz - () Deteut admin ( sdrin

EREERR e ) N G-TEEE [l
Click Add cluster, and select Custom cluster. If other clusters are required, select the

corresponding options as prompted:
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~
Q) sengor KubeManager Global - Apps Users Settings Secrity Tools @cngish = ) oetautt Admin (admin) +

Add Cluster - Select Cluster Type

10

From existing nodes (Custom)

B s 5= e

QO smamnis 2 Anre A © Gcocomcie

Add node for the cluster:

Q Sangfor KubeManager Global + Apps Users. Settings Security Tools @cnglish ~ () oeteuit Admin (admin) -

Add Cluster - Custom

@ noteony
Hostname Prefix i eted  Control Pane  Worker Labels Taints
et 7 Label Al [ -]
Number of nodes requireck ®13,0r5 @lormore ®1ormore

4+ Add Node

Next: Configure Cluster  [SECUER]

Configure the node:
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C an:il

Check the connectivity of node after configuration.

Test the connectivity of the node and set the role of node:

Q) sengfor KubeManager Global + A Users Settings ety Tools @engish - () Deteut Admin (admin) -

Add Cluster - Custom

Number of nodes required: ®1.3,0r5 ®1lormore ®1ormore

+  Add Node

Configure clusters, including network, ingress port, private registries;
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Add Cluster - Custom

08 are suppor
g 1013831322 ‘ ’ ‘ 7 Lot 7 Taint: o
Member R
>
Labels & Annotations
" ation
Cluster Options
Kut es Opti
s P

i

2.2 Environment Maintenance

2.2.1 Expansion and Addition of User Cluster

When users use K8S cluster, with the use of resources, they need to expand or add nodes. Add
nodes following these steps:

Click a cluster to jump to the Nodes list page, and click the Add Node button:

Q Sangfor KubeManager local v Cluster Storage Projects/Na

paces

m
0

sangforcom/regts.

As with cluster creation, add the intervention information and roles of nodes in configuration.

Q Sangfor KubeManager local ~ Cluster Storage Projects/Namespaces Members Tools @cngich ~ () Defaut Admin (admin) ~
Add Node
Hostname Prefi I3
=] . =
Edit P ﬂ
Nimber of nodes required o o o
+
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Edit

Save Cancel

Then, after checking the connectivity of nodes, install and configure nodes for the system and

expand the cluster.

2.2.2 Maintenance and Deletion of Nodes

Maintain nodes when there is any fault. When a node failure cannot be fixed, delete this node and
then add a new node to replace it.

First, Cardon the node. Then, the new service will not be scheduled to this node any more:

Q) sangfor KubeManager lezie Cluster @ Storage Projects/Namespaces Members Tools @ngish -+ () Deteut Admin (admin ) -

Nodes

v o &l 18/4 Cores 32/49 GB 20/m0

Then, Drain this node, to migrate the service on this node to other nodes seamlessly:
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@ Sangfor KubeManager local + Cluster Storage Projects/Namespaces WMembers Tools @cnoih - () oetou samin Cacmn) +
Nodes Add Node
e T o w rods
@ [Actve “7 . Al f“m 18/4 Cores 32/49 GiB 29Mmo &
o
Drain "xx"
= d F
® Safe ® Honor the default from each pod
HERRERE 0 Ignore the defaults and give each pod:
30 seconds
=
Keep trying forever
® Give up after:
60 seconds

Drain Cancel

After the service on the node is evacuated, you can safely delete this node:

Are you sure you want to delete:

nodel

Nodes that have been pause and scatter can be Uncordon after being fixed, and service

scheduling is supported again:

@ Sangfor KubeManager local ~ Cluster Storage Projects/Namespaces Members Tools @cngish - () vefouk Admin (admin) +

Nodes

Rolez Version = RAM Pods

i oo 1874 Cores sascs  2omo i

nodekubernetes.. | [Sangforeamiregis.
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User System

3.1 Overview of User System

KubeManager supports a complete system of users and permissions. KubeManager supports the
local user system, creation of local users, and integration with existing third-party permission
systems, such as LADP and AD. Both local users and integrated third-party users have three-level

permissions: global, cluster and project, and can customize permissions.

3.2 Local User

Click Global and view user list:

Q) sengfor KubeManager Global ~ Glusters Apps Setfings Securlly Tools @cngish + () Defoutt admin Cadmin )

On the user list interface, add users:

Q Sangfor KubeManager Global ~ Clusters Apps Settings Security Tools @cngich - () vefeuit admin (sdmin) -

Add User

Create a local user, enter the username, set the password, or use the default password generated by
the system, and set the user role to generate a local user.

Set accessible Resource Permissions for a user through resource authorization:



2=
&_  SANGFOR

A — Operation Manual of Sangfor PaaS - KubeManager 1.0 Confidentiality: internal use

QY sengfor KubeManager Global + Clusters Apps Settings Securly. Tools @cngich - () oot A (i) =

On the resource authorization page, select the cluster and project to be added, and choose the

permissions for a user to access these resources:

Q) sangfor KubeManager Global ~ Clusters Apps Settings Security Tools @engish - () Defeut Admin (admin) -

Resource Permissior

= Cluster Member [ - |
v Project Roles.
ocal/Defaul ‘o =

After resource authorization, users can login to use and manage these resources and fulfill their
service goals.

Similarly, for the user list at the cluster level, the global administrator can set an administrator and
users for the cluster. The cluster administrator can set permissions for the cluster member list.

At the Project level, an administrator can add users and administrators for projects, and a project

administrator can also set permissions for the project member list.

3.3 Integration with Third-party Account

KubeManager supports the integration with third-party account systems such as LDAP, so that
users can use their existing user systems directly without recreating users.
Choose Authentication from Security drop-down menu at the Global level, to integrate with the

third-party user system:
Q Sangfor KubeManager Global ~ Clusters Apps Users Settings Tools & Englich ~ Q Defoult Admin ( admin) ~

Authentication
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At present, accounts can be managed in a unified manner with LDAP. First, select OpenLDAP.

Configure the third-party account system:

Configure an OpenLDAP server

Second, configure the access permission:

Configure Access Permissions

» Allow any valid Users

Restrict access to only Authorized Users

There are two types of access permissions. One is to allow all users on LDAP to access
KubeManager, namely Allow all valid users. Another one is to allow the authorized LDAP users
to access it, namely Allow authorized users only. For the latter one, you need to authorize the
users on LDAP before they login to KubeManager. Follow these steps:

® Restrict access to only Authorized Users

Authorized Users

test] / =

After importing the third-party accounts into this system, you can use them as the ordinary local

account.
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1

Registry

4.1 Deployment and High Availability

The registry of KubeManager system is deployed together with KubeManager, and it also runs on
KS8S. The database of the registry also runs in pod, but the high availability is maintained by our

operator.

4.2 Private Registry

Private registries refer to the registries of system images such as the installation package used
when installing the cluster. For hybrid cloud and multi-cloud scenarios, there are multiple
registries distributed in different areas. To install the cluster quickly, it is the best way to choose
the nearest registry.

When creating or editing a cluster, you can configure the registry as follows:

 Private Registry

Disabled

4.3 Registry Configuration

The private registry refers to the registry where system components are located when the cluster is
installed. In reality, users often use multiple registries. The KubeManager successfully installed
has a default registry, which can be accessed globally by default.

KubeManager allows customers to configure multiple different registries, that is, configuring one
or more different registries in different projects. The registry can be either a public or a private one.
For a private one, you need to provide a username and password.

Click into the project where the registry is to be configured. Choose Secerets from the drop-down

menu of Resources, and click Add in Registry Credentials to configure the registry:
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@ Sangfor KubeManager local /. - Apps Namespaces Members Tools @ English ~ ‘)3,,‘,.;, nin (admin )+
Secrets Certificates Regs = P reoreonny

The configuration process is as follows:

@ Sangfor KubeManager local / B Apps Namespaces Members Tools @crgien -+ ) oot s (i) -

Add Registry

You can configure an effective namespace for the registry and set the registry type (any type is

acceptable). We recommend using https registry as much as possible.

4.4 Image Upload and Management

We recommend uploading the image by docker push. First, download the https certificate from the

registry, label the image with docker's command, and then push it to the registry.

library
Summary  Repositories  Helm Charts ~ Members  Labels Logs  RobotAccounts — TagRetention  Tag mmutabilty ~ Webhooks — Scanner  Configuration
L REGISTRY CERTIFICATE | PUSH IMAGE DOCKER coMMAND~ (O | 8= |C
Push Image Docker Command (@)
Name v | Tags

Tag animage for this project

docker tag SOURCE_IMAGE[:TAG] 10.113.81.86/library/IMAGE ]

Push an image to this project

docker push 10.113.81.86/library/IMAGE[:TAG] 0O
librar o
tiorary o
liorary. o
tiorar >aas/cluster-prc

In the registry, you can manage the image version, registry's permissions, and security policies.
The permission and management system of the registry are independent of the use system of

KubeManager.
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«
&5 Projects Ib’
[ Logs y
summa Repositories  Helm Chart Log bot Acco Tag Immutability ~ Webhooks ~ Scanner | Configuration
& Administration v
% Users Project registry Public
® Registries Making a project registry public will make all repositories accessible to averyone
& Replications Deployment security (] Prevent vulnerable images from running
© Labels Pravent images with vulnerability ssvarity of and above from being deployed
@ Project Quotas
LSl Vulnerability scanning Automatically scan images on push
O Interrogation Services| Automatically scan images when they are pushed to the p
] llection
CVE whitelist
& Configuration

Add individual CVE IDs befare clicking 'COPY FROM SYSTEM' to add system

© system whitelist Project whitelist

Expires at

B Never expires

5 App Store

5.1 Deployment and High Availability

The app store of KubeManager system is deployed together with KubeManager, and it also runs
on K8S. The database of the App Store also runs in pod, but the high availability is maintained by
our operator.

By default, the system's app store and the registry are implemented through the same Harbor.

5.2 Configuration of App Store

Like other resources, the app store can be set at the global, cluster and project levels. The app
store can be public or private.
Choose Catalogs from the drop-down menu of Tools at the Global level, to configure the app

store at the global level:

Q) senfor KubeManager Global - Clusters Apps Users Seftifigs Sty @cngich - () oeteut Admin (adrin ) +
Catalogs
Y
,,,,,, z E
Glot dom-759784-1602473778 hetpi/git tee/kuibespac 1t

Global system-iibrary https//10.113815 chartrepollibrary master

The app store at the global level can be used in all clusters. If some clusters cannot get some

images from the app store at the global level, there will be an error of image acquisition failure.
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Select the cluster, and choose Catalogs from the drop-down menu of Tools, to set the app store at
the cluster level:

~
QY sengfor KubeManager local « Nodes Storage Projects/Namespaces Members Tools @cngish = () petaut Admin (samin) +

Dashboard: local

Imported bernetes Version V11613 stes 10/12/2020

44% 26%

cpU Memory Pods
18 of 4 Reserved 32 of 49 GiB Reserved 29 of 110 Used
v v /| Scheduler Mo
J s
Then choose Add Catalog to set the store in the project:
@ Sangfor KubeManager o = Cluster Nodes Storage Projects/Namespaces Members @cnoish + () oetat dmin (aamin) «
Catalogs Add Catalog
1 oce

Global 5 2473778

Global system-iibrary https//10.113815V chartrepolibrary.

Configure the app store as follows:

Add Catalog

master cluster

Cance'
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5.3 Application Upload and Management

To upload a new App developed by the existing application to the app store, follow these two
steps:

] Upload the image required by the application to the corresponding registry

° Upload chat package to app store

The first step is the same as that for the registry. The second step is to operate on the Harbor page

as follows:

liorary

Summary Repositories Helm Charts Members Labels Logs Robot Accounts Tag Retention Tag Immutability Webhooks Scanner Caonfiguration

[ 2 upLoap

| Name Status Versions

Upload Chart Files

Chart File BROWSE |

Prov File | BROWSE |

CANCEL ‘ UPLOAD

5.4 Multi-cluster Applications

KubeManager can create multi-cluster applications in addition to the creation of applications in
the app store. The multi-cluster application allows the same application to be deployed in different
projects of multiple clusters, and supports the unified management, upgrade, rollback and other
maintenance operations. Multi-cluster applications at the global level: the application in the app
store at the global level can be deployed in multi-cluster applications.

Click the Apps menu at the Global level:
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Q Sangfor KubeManager Global + Clusters Users Settings Security Tools @cngich - () vereuit ad

Multi-Cluster Apps @Menage Catelogs | Launch

Click Manage Catalogs to configure and manage the applications in app store at the global level:

Q) senfor KubeManager Global « Clusters Apps Users Settings Security @ ) ot admin (sdmin) -

Catalogs Add Catalog

Scope Name & Catalog URL Branch

@me code sangfor org

Click Launch to load all applications in the app store and classify them according to the store:

Q) sengfor KubeManager Global ~ Clusters Users Settings Security Tools @ cogiih = () Detott acmin (acmin) =
Catalog All Categories v

random-759784-1602473778 coiee

m

Click on the application in the app store to deploy multi-cluster applications:

Busybox

Detailed Descriptions.

 Configuration Options

003

TARGETS

UPGRADES
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> (s

Storage and Use

KubeManager supports a variety of common storage services through the built-in CSi driver, such
as Amazon EBS Disk, Azure Disk, google persistent Disk, VMWare vSphere Volume, NFS, and
sangfor asan. If deployed with Sangfor cloud devices such as Sangfor HCI, it could provide
services by directly using HCI's virtual machine storage.

Moreover, it supports other types of storage too, such as glusterfs and ceph, as long as the user

provides provisioner.

6.1 Storage Server

For NFS and sangfor asan, for the management convenience, we manage them via storage servers.
A storage server can manage multiple PVs and SCs.
Click a cluster, and choose Storage Servers from the drop-down menu of Storage. The list of

storage servers is displayed:

Q) sangfor KubeManager e Cluster Nodes Projects/Namespaces Members Tools @cngish ~ () etaut Admin (admin) «

Storage Servers

o

Click Add Storage Server to add a storage server:

QY senfor KubeManager local « Cluster Nodes BrgjecisiNamespaces Members Tools @cngish + () Detoutt Admin Cadmin )

Add Storage Server

The storage server supports two types of servers, namely sangfor asan and sangfor nfs. The
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sangfor asan is the asan storage provided by Sangfor. The angfor nfs is the standard NFS CSI

provided by us, being able to integrate with general NFS servers and provide NFS CSI support.

6.2 Creation of Storage Class

The storage class is the most common way for PaaS platform to use storage. The process of

creating a storage class is as follows:

1. Create a storage server, as described above;

2. Go to sangfor HCI, create storage volume, and configure ISCSI server:

’ ®
-3‘.;0 Sangrodc Home Compute Networking Reliability System X D admin

e
s |

Virtual Datastores C Refresh @ New M Expand Capacity ~ ¥ Advanced @ About Storage Policy

Physical Disks
VirtualDatastore1 @@EFD >

Shared Disks.

STt Dk gasics Capaciy: 10.56 T8 in total Storage Forecast | Hah s

Storage Policy

s
5078 Kals

.% Sangfor HCI Home Compute Networking s Reliability g e

Super Admin

Virtual Datastores C Refresh @ New [ ISCSIServer
iy DSe 4 stus Virtual Datastore StoragePolicy  SCSIID DiskSize : Read Speed Wiite Speed Target IP Connections
< ’ Nomal VituaDatasioret  2_repic
snared Disks @ Noma uaiDatastore 2.repica

n Nomal VirtuaDatastore 2_repica
1SCS Virtual Disks o e
@ Nomal VinuaiDatastoret 2_repica 451730062840
Storage Policy

@ Nomal VirtuaiDatastoret 2 repica S07deRc-b702-46
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ISCSI Server

| C' Refresh

b4

Virtual Datastore Authentication Target IP Operation
VirtualDatastore1 ign.2015-08.21130e11.com.sangfor.asan Q Not configured Settings
Close
Configure 1I5C5| Server (VirtualDatastore1) X
Target Name Prefix ign.2015-028.21130e11.com.sangfor.asan
CHAP Username: admin 0

CHAP Password:

Confirm Password:

Change Password

“
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3. Create a storage class based on the created storage server, storage volume and ISCSI server:

QY sangfor KubeManager local + Cluster Nedes PR INGEpEEES Members Tools @tngish ~ () Detutt Admin (sdmin ) +

Add Storage Class

Configure the storage class according to the configuration in HCI.

6.3 Creation of PV

You can create PV through SC or the static volume.
Creation of PV via SC: When SC is referenced by creating Volumes, PV will be automatically

created when Volumes is used. The operating steps are as follows:

{Q sengfor KuibeManager test / Default ~ Apps Namespaces Members Tools

Workioads | LoadBalancing  Service Discovery | Volumes mport vAML | Add Volume
s Name - Related wor
QY sengor KubeManager test / - Apps Namespaces Members Tools @cngich = () oetot acmin () -

Add Volume Claim

busybox

Directly create PV with the storage volume, as shown below:
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@ Sangfor KubeManager test - Cluster Nodes Projects/Namespaces Members Tools @i = () oetout sgmn (oamn) -
Persistent Volumes ‘Add Volume

z e S =
Add Persistent Volume
Choose a volume plugin v 10 GiB
 Plugin Configuration
None

6.4 Support to Other Storage

KubeManager allows to create SC and PV via a variety of common storage services, and provides
built-in CSI plug-ins.

Commonly used volume plug-ins for creating PV are as follows:

= Pl
me Pl .

Choose a volume plugin... N/

Choose a volume plugin..
Amazon EBS Disk

Azure Disk

Azure Filesystem

Google Persistent Disk
Local Node Disk

Local Node Path
Longhorn

Sangfor aSAN

Sangfor NFS

VMWare vSphere Volume

Commonly used provisioners for creating SC are as follows:
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« Amazar: EBS Disk
Azure Dick

Openstack Cinder Volume

Portworx Yolume
Quobyte Volume
Sangfor aSAN
Sangfor NFS
ScalelO Volume
Storage0s

VMWare vSphere Yolume

Custom is a user-defined provisioner, which can be provided in the app store, for example:

Q Sangfor KubeManager Global + Clusters Apps. Users Settings Security Tools @cngish ~ ) oot Admin (admin) -

Catalog All Categories v

B

After creating provisoner, you can provide the name of provisioner in a Custom way, create a

storage class and then use the specific storage.

7 Multi-cluster Management

KubeManager provides powerful multi-cluster management capability, which is one of the core
functions of KubeManager, including multi-cluster application, creating multi-cluster and
supporting various K8S cluster forms.

As the multi-cluster applications have been described in the section of App Store, this section
mainly describes the other two. KubeManager allows a variety of K8S clusters to provide PaaS
layer services for users, including custom clusters, hosts from cloud service providers, and

Kubernetes hosting services.
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7.1 KS8S Clusters on "Hosts from Cloud Service Providers"

For the hosts provided by cloud service providers, we only need to integrate the drivers provided
by cloud service providers through cloud provisioner, and configure the corresponding accounts to
KubeManager. In this way, we can seamlessly create and manage the virtual machines on another
platform and the Kubernetes on the virtual machines through the KubeManager platform.

Create Cloud Credentials:

Q Sangfor KubeManager Global + Clusters Apps Users Settings Security Tools @ English ~

Clusters

m

The cloud credential page has two options: Add Cloud Credential and Manage Node Templates.

The cloud credential is the authentication credential for accessing cloud service providers:

Q Sangfor KubeManager Global + Clusters Apps Users Settings Security Tools @cnglish ~ () Oefoutt admin (admin) +

Cloud Credentials @ Menage Node Templates | Add

Add Cloud Credential:

Add Cloud Credential

Amazon Select a region

m Fanee!
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Cloud Credential Type

Amazon

Amazon

Azure

Digital Ocean
Linode

VMware vSphere

L

Choose a cloud credential provider type

Manage Node Templates, which is used for creating a host at a cloud service provider, including

such information as region and model:

Add Node Template

Amazon EC2

v 1 Account Access

and API Key that will be used to launs

Choose the reg

oud Credentials

AMAZON EC2 OPTIONS

Select a cloud credential N/ | Add New
Name Add a Description
Cloud Credential Typ Region *

Amazon us-west-2 v

After configuring host credentials and
providers and K8S services.

Add Node Drivers:

Add Cancel

cluster templates, we can create

Settings Security

@ Sangfor KubeManager Global Clusters Apps Users

Cluster Drivers Node Drivers

O Actwate | |l Desctivate | I elete

O stote Name

- Aliyun ECS )
Amazon EC2
Bui
Azure

Cloud.ca
5]
O ==m hpstf

) DigitalOcean
N Buitr

. Exoscale

O =m Bt

= Liock

O R

hip /10154 106 22/kentai

e (nd-pmw6x)
- U e 1710134106 22/clocker

V200 nux-amd6azip.

Create a cluster of service provider's virtual machine:

clusters of service

& English ~ ‘)Dmu Admin ( admin)

Add Node Driver
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Q Sangfor KubeManager

Global «

Apps

Users

Settings Security Tools @cngish + (@) eroutt admin
Add Cluster - Select Cluster Type
From existing nodes (Custom)
@ memnc o e £) oigtaioces | T N vsphere
Q Amemonxs Lp—— o -
Q Sangfor KubeManager Global ~ Apps Users Settings Security Tools @cngish ~ ) oefouit Admin (acmin)
Add Cluster - Amazon EC2
s Descript
Narme prares Tempiate Auto Replace ctcd  Control Pla Worke Taints

Number of nodes required:

+

Member Roles
y =

Labels & Annotations
>

Cluster Options

Kubernetes Options
v 5

v116.13-sangfort-1

®13.0r5 ®1lormore ® 1ormore

Edit as YAML §

7.2 Cluster of "Kubernetes Hosting Service Providers"

Add Cluster Driver:

Q Sangfor KubeManager Global « Clusters Apps

Users Settings Security

@cngish -+ () petew
Causogs
Cluster Drivers  Node Drivers Add Cluser o
° " mo Tasks
Amazon €K
Azure AKS
=m Boidu CCE
NitpsJIgthubcomic enginis-cever-bac 41402 0/kontainer-engine-chiver-backinux
Google GKE
Huawei CCE
=m b s
Bowrloading

Create a cluster of K8S services:
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Q Sangfor KubeManager Global « Clusters Apps Users Settings Security Tools @tngish + (@) Defoutt admin (admin)

Add Cluster - Select Cluster Type

From existing nodes (Custom)
@ Amesnec o e £) oigtaioces | T «
© imemnss o
@ Sangfor KubeManager Global « Clusters Apps Users Settings Security Tools @cngish » () eroutt admin (admin)

Add Cluster - Amazon EKS

8 Project Configuration

For a project, the smallest system of the permission system, you can create or delete a project,

grant permissions to a project, or restrict the use resources and quotas of a project.

8.1 Creation of Project

Select the corresponding cluster, and click Projects/Namespaces, to go to the project list page.

Then, you can see all the projects and their namespaces. Click Add Project to create new project:
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Q Sangfor KubeManager local ~ Cluster Nodes Storage Projects/Namespaces Members Tools

Projects/Namespaces
= * c  Woe

state Name ¢

Not in & project

Acive cattle-global-nt

Active cattle-prometheus-p-2q785

Actv cattle-prometheus-p-2vngh

Actve cattle-sangfor-logging-p-259qv

Actve logging

Active pgo

random-482155-1601197349

skm-system

Members Tools

@ Sangfor KubeManager local « Cluster Nodes Storage Proj

Add Project

Members
v

Default Admin ( admin )

4+  Add Member

Resource Quotas

>

Project Owner

Container Default Resource Limit

>

. Labels & Annotations

it

8.2 Namespace Management

On the project list page of the cluster, you can create and delete a namespace.

Q Sangfor KubeManager local ~ Cluster Nodes Storage Projects/Namespa Members Tools

Projects/Namespaces

= vove

State
Not in & project

@ [Actve cattle-global-nt

Active cattle-pror

-p-2vngh

ctive cattle-promet

ctve cattle-sangfor-logging-p-259qv

Actve logaing

@cnglish + () vetouit admin (sdmin)

09/27/2020

09/27/2020

09/27/2020

09/27/2020

09/26/2020

09/26/2020

09/27/2020

09/26/2020

09/26/2020

@ nglich - ‘)[\ Admin ( admin) *

@ engiish -

W view v
B3 view n 4P

09/26/2020
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@ Sangfor KubeManager local - Cluster Nodes Storage Members Tools @cnoih - () oeteu sdnin (admn) +

Add Namespace

Select a Project

. Container Default Resource Limit

e

You can limit a namespace by quota.
Similarly, you can also manage namespaces in a project. For non-system default namespaces, you

can move them from one project to another:

Q Sangfor KubeManager local = Cluster Nodes Storage Projects/Namespaces Members Tools @cngish - () vetautt admin (admin)

Projects/Namespaces = E Add Project

Not in a project

o & cotte-glbet i e |
cattle-prometheus-p-2q785

cattle-

metheus-p-2vngh

gfor-logging-p-259qy

logging 09/26/2020

Move namespace: cattle-global-nt

To project:

» None
test-random-430357-1601128572
tsft-aaldom-923347-1601128570
clxxcd2
tsft-aaldom-923347-1601128570
tsft-aaldom-923347-1601128570
tsft-aaldom-923347-1601128570
test-random-023347-1601128570

9 System Tools

Most of the auxiliary functions of the platform are set in Tools, through which you can set the

corresponding functions at Global, Cluster and Project levels.
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9.1 Global Settings

In the Global mode, there are four options, Store settings, Driver management, SKM cluster
template, and Operation audit. Among them, Store settings and Driver management have been

introduced before. We mainly introduce SKM cluster management and Operation audit in this

section.
G Sangfor KubeManager Global ~ Apps Users Settings Security ® - Qo
Clusters Add Cl
|
‘‘‘‘‘‘
=m E:

The cluster template is used to set the cluster by applying the previous configuration in this
template, and quickly create a cluster.

SKM cluster list page:

Q) sangor KubeManager Global + Clusters Apps Users Settings Security @cngish = ) Detautt Admin (admin) +
SKM Templates
S =
M Templ 24
v 22
22 day

Q Sangfor KubeManager Global ~ Clusters Apps Users Settings Security @ snglish +

Add SKM Template

Cluster Options £t a5 vAVL @
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v11613-sangfort-1

Calico

® Auto © Custom

plesse use the Custom option

® None
Azure
Custom

External

Private Registr
 Private Registry

»
® Disabled

Enabled

 Advenced Options

» » 4 fonitoring (I
® Enabled 30000-32767
Disabled
»
Enabled None
® Disabled
» D »

Require a supported Docker version Ivar/lib/docker

® Allow unsupported versions

»
» » »
® Yes O No n hours Keep the lost 6
 Authorized Endpoint )
»
® Enabled
Disabled

Operation audit: You can trace all the operation history based on the operation records of all users

of this platform. Operation audit supports searching and sorting.

Q) sengfor KubeManager Global + Clusters AppS Users Settings security wglish + () Defautt Acmin ( scmin) +

All Tasks

Action object Object Type Cluster Project Operator e

Log In API& Keys admin (172234225 911 AM

Login AP & Keys admin (172234225) Vesterday at 803 PM
o thantntor: penttn Ty, i (722312120) eseray o0 1020 A
S —— Tty sdmin (122312120) estrcay o 1016 4
Tetsonr openidap TRy odmin (122312120 estrday o 1016 4
Edit suthentication openLdap kit admin (1722312120) Yesterday at 1013 AM
Test server openLdap L admin (1722312120) Vesterday at 1013 AM
Log In 3 APl & Keys admin (1722312120) Yesterday at 1011 AM
Add secret eee Secret ced Default admin (1722312120) Last Friday at 440 PM
Log In APl & Keys = admin (1722312120) Last Friday at 434 PM
Log In APl & Keys admin (172230.105) Last Friday at 1133 AM
Delete cluster c-qg626 Cluster c-ag626 admin (10128313 ) Last Thursday at 717 PM

Add cluster test-random-802368-1605181323 Cluster test-random-802368-1605181323 admin (101138313) Last Thursday at 717 PM
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9.2 Cluster Settings

The Tools menu in the Cluster page mainly includes Alarm, Notification, Monitoring, Log,

Store settings, Network exit, etc.

Q Sangfor KubeManager local ~ Cluster Nodes Storage Projects/Namespaces Members Tools & englsh ~

Projects/Namespaces

Store settings has been described above, so it will not be further described.

Cluster monitoring:

Q Sangfor KubeManager local + Cluster Nodes Storage Projects/Namespaces Members @ engiich -

Cluster Monitoring Configuration

(@  Monitoring s disabled in the current cluster

006

2 hours U 1
i

1000 mill CPUS 1000

50 mill CPUS 750

200 mill CPUS 200

Cluster monitoring allows to use persistent storage and local storage, add node

€ o<t scmin (samin) ~

MB

MB
MiB

MiB

selectors, set

tolerance, and support the persistent storage for grafana. Once Cluster monitoring is enabled, you

can monitor resources in the cluster.

The cluster page after Cluster monitoring is enabled:

- = 5 . [—— 5 B e 5 B - 5
CPU Utilization Load Average Memory Utilization
Disk Utilization Disk I/0 Network Packets
09:3111-18

* Read(112-4cb01b) : 0 Kbps
® Write(112-4cb01b) : 513 Kbps.

Just like monitoring, you can collect logs through Sangfor Logging or other

log collection
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methods:

@ Sangfor KubeManager local + Cluster Nodes Storage Members Tools @ english + QDJ;.\.. Admin (admin) -

Cluster Logging

é@‘ splunk> §g syslog i

Sangfor Logging allows to configure the persistent storage and local storage:

SangforLogging Configuration

R (zh-hans)
1000 milli CPUs 2000 MiB
=3

If local storage is selected, 3 duplicates will be created, and high availability will be guaranteed
through ES.

The network exit aims to ensure the high availability of service release. Two nodes are selected to
ensure the high availability of the network in the form of vip, and guarantee that the IP for service

release can ensure the high availability at different nodes:

Q Sangfor KubeManager Cluster Nodes Storage Projects/Namespaces Members Tools @cngish - (@) Defoute admin (admin) +
iogs
IP Config
Dis: L
hoose a Nodk

The platform supports the alarm via Slack, E-mail, PagerDuty, Webhook, Enterprise WeChat and

other means:



b

— SANGFOR

A —3 Operation Manual of Sangfor PaaS - KubeManager 1.0 Confidentiality: internal use

Add a Description

587 # Use TLS

L Enable

i

The alarm function aims to alarm the notification group in the notification according to the set

rules:

@ Sangfor KubeManager local ~ Cluster Nodes Storage. Projects/Namespaces Members @cnglish ~ () Default Admin (admin) +
Cluster Alerts Add Alert Group
1 oeactiate || el
| state Name & Target Condition Notfiers

A set of alerts for etcd

B [AEE A high number of leader changes within the etcd | Metric Greater Than 3 Not Configured

8 [EE Database usage close to the quota S00M Metric Greater Than 524288000 Not Configured

B [EE Eted is unavailable System Service Unhealthy Not Configured

@ (A Etcd member has no leader Metric Not Equal 1 Not Configured

A set of alerts for kube components,
t for & s b ntroller Add Alert Rule

B [Acve Controller Manager is unavailable System Service Unhealthy Not Configured

O [aave Scheduler is unavailable System Service Unhealthy Not Configuredt

A st ofdrts whn vent appenad

Event

© [Acve Get warning deployment event Happens Not Configured

Add Alert Group:
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Add Alert Group

Senda  ®

The alarm group mainly consists of alarm rules and notification objects.

9.3 Project Settings

The Tools menu on the project page is the same as that of the cluster page. The only difference is

that it applies to the project only. So it will not be further described here.

Q) sengfor KubeManager  local / & Resources @ Namespaces Members oo @cngich + () et Admin Cacmin) o

Apps i @Mansge Catslogs

10 Other Configurations

KubeManager also supports some other management functions.

10.1 Backup and Recovery

There are two backup methods for cluster. One is local backup, and the other is to backup to S3

storage.

Q Sangfor KubeManager ced v Cluster Nodes Storage Projects/Namespaces Members Tools @cngicn ) oetauit acmin (sdmin) -

Cluster Alerts

Set the backup mode and policy in the cluster configuration:



@ SANGFOR

Operation Manual of Sangfor PaaS - KubeManager 1.0 Confidentiality: internal use

@ Sangfor KubeManager ccd ~ Cluster Nodes. Storage. Projects/Namespaces Members Tools @cnglish ~ () oeeut Admin (admin) +
etcd Snapshots

State Terget Name & Created

Make a manual backup on the cluster page:

= | Execute kubectl Commands Q Kubeconfig File -

Edlit

Vi
Created: 10/28/2020 © Add Node

Rotate Certificates

Snapshot Mow

Restore Snapshot
Save As SKM Template

View in AFI

17%

19 of 110 Used

Go to Grafana

B O B D O|@|C

Delete

Recover it on the cluster page:

= | Execute kubectl Commands H Kubeconfig File -
& Edit
Created: 10/28/2020 @ Add Node

() Rotate Certificates

® Snapshot Now

)

Restore Snapshot

B save As SKM Templats

Bl view in AP
¢? Go to Grafana

>f 110 Used W oelete
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Restore Snapshot

Available Snapshots *

Select an available snapshot a4

Select an available snapshot

c-dhrbw-rl-84rfm [ November 15th 2020, 18:08:03)
c-dhrhw-rl-5frzr ( November 16th 2020, 6:12:03)

c-dhrhw-rl-5dfxp [ November 16th 2020, 18:18:03)
c-dhrhw-rl-d7576 ( November 17th 2020, 6:23:03)
c-dhrhw-rl-ncréf { November 17th 2020, 18:28:03)
c-dhrhw-rl-hcknv { November 18th 2020, 6:33:03)
c-dhrhw-mil-h7hff { November 18th 2020, 9:1115)

Cancel

10.2 Security

There are two main types of KubeManager security, namely the image security that has been
described in the registry part and the container security. Container security is mainly guaranteed
by PSP security policy.

Security policy list:

@ Sangfor KubeManager Global + Clusters Apps Users Settings Cerny Tools @cngish - () petout Admin ( acmin) -

Clusters

Add security policy:

Add Policy

& Descriptio

Volume Policy

>
Allowed Host Paths Polic
SRS
Host Ports Poli
sUEEER Y
Run As User Polic
¥ The user 10 g
SELinux Policy

>

w Su\pfﬂe

Labels & Annotati
> y/Value pairs the

A

When creating a cluster, you can enable the security policy and select the security policy to be
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enabled:
® Enabled | Select a Pod Security Policy..
restricted
unrestricted
10.3 Precautions

KubeManager provides a sound multi-cluster management function and a user-friendly interface.
During use, please ensure the network access and sufficient system resources, and guarantee that

the registry could be connected to the node network.
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