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Preface

About This Manual
Chapter 1 Installing & Initializing Sangfor HCI Software

Chapter 2 Initial Login to Sangfor HCI Console
Chapter 3 Case Study

i})’

This manual is for SANGFOR HCI 6.0.1 official version. There are some differences in
configurations for different versions. For details, refer to the corresponding chapter.

Document Conventions
This manual uses the following typographical conventions for special terms and instructions:

Eonventlo Meaning Example
Page/tab name example:
Navigate to Storage to enter the Storage
configuration page.
Parameter example:
Page title, | IP Address: Specifies the IP address that you
parameter, want to reserve for certain computer.
button, Button example:
boldface
key press, Click the OK button to save the settings.
other highlighted | Key press example:
keyword oritem Press Log In to enter the administrator console
of the Sangfor HCl platform.
Highlighted keyword/item example:
The username and password are Admin by
default.
italics Directory, URL Enter the following address in the |IE address bar:
http://10.254.254.254:1000

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
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> Multilevel menu | Navigate to Storage > iSCSI Virtual Disks to
and submenu create iSCSI virtual disk.

\\W/4

Prompt The browser may pop up prompt to ask you to
confirm the current operation.

Symbol Conventions

This manual also adopts the following symbols to indicate the parts which need special
attention to be paid during the operation:

Convention | Meaning | Description

, Indicates actions that could cause setting error, loss
Caution _
of data or damage to the device
A . Indicates actions that could cause injury to human
Warning
body
f‘;,' Note Indicates helpful suggestion or supplementary
LJ) information

Technical Support

For technical support, please contact us through the following:
E-mail: tech.support@sangfor.com
Tel: 60 127117129 (7511)

Website: www.sangfor.com

Acknowledgments

Thanks for using our product and user manual. If you have any suggestions on our products,
please provide us feedback by phone or e-mail. Your suggestion will be much appreciated.
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Chapter 1 Installing & Initializing Sangfor HC

Software

Sangfor HCl software provides an Enterprise-class cloud management platform which
integrates resources, such as compute, networking and storage, etc. It is often defined
according to requirements of business system and can help to build data center and deploy
business system more easily. It combines compute, networking and storage capabilities onto
industry-standard x86 servers by using virtualization technologies. All the resources are
aggregated into a resource pool on node basis that is easy to scale out.

Sangfor HCl is a suit of software which is installed on a physical server, and used to virtualize
servers and resources of physical server (CPU/memory/storage, etc), and to provide guest
operating systems with complete hardware system functions and independent operating
environment, which are called virtual machines.

This section introduces the installation of Sangor HCl software and requirements for
hardware. After the software is installed properly, you also need to configure it, and do
debugging.

f@

aSV refers to management software or operating system of Sangfor HCI, if not otherwise
specified.

1.1Hardware Requirements

Before installation, a number of physical servers are needed. Performance of virtual
machines is determined by that of server’'s CPU, memory, and storage. The better the
server’s performance, the better virtual machine’s user experience will be.

Additionally, there are some requirements for the physical server on which you want to install
the Sangfor HCl software.

The server’s CPU must support Intel Intel Virtualization Technology(VT) or AMD-V. For some
servers, it is required to enable VT-x in BIOS.

Memory of the server must be greater than 16GB.

Free disk space of the server must be greater than or equal to 60GB. To run virtual machines,
data disk is also required. You can use external iSCSI or FC storage, or build virtual storage by
Sangfor Technologies
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configuring SSD and HDD.

The server must have at least 4 NICs.

1.2 Installing Sangfor HCI Software
Install ISO file of the brand-new Sangfor HCl operating system on a third-party server.

1.2.1 Writing Image File to USB Drive
Required software: UltralSO

Steps: Insert a USB drive into PC, and then follow the steps below:

UltralSO should be the latest version; Write format of the USB drive should be USB-HDD or
USB-HDD+, choose Verify to check whether the image file is written correctly; USB drive
capacity should be greater than the size of ISO file.

1. Launch UltralSO.

2. Select File > Open and load ISO file of Sangfor HCl software from local disk.
@ urraiso .

File Actions Bootsble Tools Options Help

L] New bl @ @ | 3 )l | Toases [ o 0% of G50ME - G50ME fee
M‘,m »|IT X (d MBQD  Pan/

@ Open CO/DVD... Fiename Size Type Date/Time LBA

I Save [

W Savehs..

Simulated Save...

Create Checksums...

Verify Checksums...

Open Project File... Ctrl+Alt+0
Save Project File As...  Ctri+Alt+S
Import IML...

Compile IML to IS0...

/] Properties... T "X d W43 Pah C\Users\ctkea\Documents\My ISO Files
0% Bt Fiename Size Type Date/Time
5B Documerts Sangfor_aCloud_6.00_R3_EN(20.. | 3138742KB UNalSO Fie 201912271357
2K Desktop
2o (C)
4 € Storage(D:)
+ € ACLOUD(E:)
4 & CO/OVD DriveiF:)
Copyright (c)2002:2017 EZB Systems. Inc Image: 0 files, 0KB Local 1 fles, 3066 MB

3. Select Bootable > Write Disk Image and choose the USB drive into which you want to
write the image file. Then, click on Write button and keep others settings unchanged.
You can remove the USB drive after the image file is written to the USB drive.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
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4 N
| @ UnralSO (Tral Version) - DAHCIE.2.0_EN\02-UpdatePackage&SetupPackage\For Southeast Asia Market\HCN\Sangfor_HCI6.2.0_EN(20210120).is0 - o x
ions | Bootable Jools Qptions Help
O HOS. Sie Type Date/Time LBA
mgt:: 12 Foder InB/UN 2
b= Extract Boot Sector from Floppy/HDD drive... 448KB  Foider 20210120 0251 23
mamiﬂ Extract Boo File from CD/DVD... BIN5KB Folder 101200253 B
— g 26K8  Folder 20101200251 %
© ol ¥ L0%d Soot e ANRIVKE Folder 2N02% A
o Save Boot File...
O iobru U00KE Folder 20101200253 2
Clear Boot Information 253K Folder 10120025 0
[ Generste Bootinfotable 6KB OFie 00004091206 1975
© Moke Muli-Boot CO/DVD 0 cigFie 20101200251 45
W 3l Path D\HOB 20 ENVRUpdatePackagelSenpPackage\For Southasst Asia Madket\HCI
A || Filename See Type Date/Time
I MDS 165 Test Docusment 20210125 2251
Sangfoe_HCIE 20_EN[20210120)is0 3,207.240KB  Disc Image Fie 202101:2011.08
Senglor HOIE 20_EN(20210120) . 2080479KB pkgFle 22101201038
v
\ Copyeght (c}2002:2020 EZB Systems. Inc. = Image: 2 files. 26 KB Locat 3 fles, 5164 MB B
N
'O UitralSO (Trial Version) - DAHCIS.2.0_EN\02-UpdatePackageS&SetupPackage\For Southeast Asia Market\HCN\Sangfor_HCI6.2.0_EN(20210120).is0 - o X
HO Sce Type Date/Time LBA
I o : 12 Fode amzuD 2
e Extract Boot Sector from Floppy/HDD drive... 448KB  Folder 20210120 0251 2
magmn Extract Boot File from CD/DVD... W15KB  Folder 1020025 5
o instal 246K8  Folder 21010025 %
O & Lovd Boot k... 31270K8 Foder WNN02% A
o Save Boot File...
© ol 44010KB  Folder 210200253 23
Clear Boot Information 253KB  Folder 210120025 B
[ Generste Soctinfotable 6K8 OFie 02004091206 1975
€© Make Muli-Boot CO/DVD 0 cigFie 101200251 45
7 "X 4 @03 PenDwOs2 Souhasst Asis MarketHCI
® Documents A || Flaname Sce Type Date/Time
:Q‘D""""n gow(C:) | MDS b 165 Test Document 221.01:25 2251
5.G Dt} Senglor_HCI6 20_EN20210120)is0 3207.240KB  Disc Image Fie 221-01:2011.09
& SRECYCLE BIN Sanglor_HCIE 20_EN[20210120)..  2080479KB  phgFie 202101201035
[ 2]
[2C]
B ) vy
5 & HOB20_EN
(o L=
50 3
B
=]
&3 NPV
QP
ot il
o = 2 M ¥
.(_ >
& Copyeight (c}2002:2020 EZB Systems. Inc. = Image: 2 fles. 26 KB Locat 3 fies. 5164 MB
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Write Disk lmage X [

Meszzage: Save
Time Ewvent
Windows 10 10,0 Build 19042
P 034214 [E:. 8 GEIKingstanDataT raveler G31.00
£ >
Disk Drive: | [E:, & GBIKingstonD ataT raveler G31.00 v | []verify

Image File: | p-4HECIG.2.0_EM402-UpdatePack agetSetupPackagetFor Southeast Asia b

Wiite Method: | USE-HDD+ w

Hide Boot Partition: | Nane w xpress Boot

Done: 0% Elapsed: (0 00: 00 Femair: 00:00: 00

Speed: KBz

4. Enable Virtualization Technology in BIOS, as shown below (Note: BIOS settings vary
from computer to computer).

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
4



1inkPad Setup

» Uirtualization
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1.2.2 Installation of Sangfor HCI Manager

Insert the USB drive into a server, and set the USB drive as the first boot device priority in
BIOS settings. Reboot the computer and system enters the following page. Select Install
Sangfor HCl on this machine, and then press ENTER to enter installation page.

sangters HEIEElattorn

ﬁigraté. £ éangfar
Replace susdisklstaldsSangtor HECL on this ma

Automatic boot in 30 seconds. ..
Press Enter to boot or Tab to edit option

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
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SANGEOR HEIINSTALIERSBUUTS HENU

SANGFOR HCI T ;B
SANGEORT HEIInstallersDebug fode
SANGEGR HeIInstalllerslnport Hode
< Back

Automatic boot in 30 seconds. ..
Press ENTER to boot or TAB to edit option

Select SANGFOR HCl Installer to begin installation.

A

For versions earlier than Sangfor HCl5.0, only 64-bit Intel CPU processor is supported.
Starting from Sangfor HCl5.0 and later versions, AMD processor is also supported.

Select a disk where you want to install Sangfor HCI software and then select OK. If there is
only one disk, you can select OK directly.

A

Capacity of the selected disk must be greater than 60GB. If it is greater than 2TB, it is better
to use UEFI mode for installation.

Sangfor Technologies
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Helcome to Sangfor HCI

Sangfor HCI
Select the disk where you want to install:

<Cancel>

After the disk is selected, you will be prompted to format the disk. Enter “format” to confirm
formatting disk, and select OK to continue installation. After you select OK, the Disk Speed
Tester page will appear. To test disk speed, select Yes. To skip this step, select No.

Helcome to Sangfor HCI

Harning

Device start with Legacy BIOS mode, and hard disk size
is 200GB. Sangfor HCI software will be installed in MBR
partition table.

Harning: all data on this disk will be erased
Please input “"format"” to continue.

lfornat_

<Cancel >




After installing the Sangfor HCI software, you will be prompted to select an Ethernet
interface and configure IP address for that interface.

Helcome to Sangfor HCI

Network Configuration
Please choose an Ethernet interface:

1B thD

2 ethl cable plugged
3 eth2 cable plugged
4 eth3 cable plugged

{Refresh>

A

If you skip the step of configuring Ethernet interface, etho interface will be chosen and
assigned with the IP address 10.250.0.7, and gateway will be set to 255.255.255.0 by default.
If there are more than one servers having Sangfor HCI software installed but their NICs are
not configured, a same default IP address will be assigned to those NICs, resulting in IP
address conflict.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
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Helcome to Sangfor HCI

Network Configuration for ethl
Network Interface ethDd:

IP Address:
Netmask:
Gateway:

Select an Ethernet interface and set IP address, netmask and gateway address, then click OK.

A

Default gateway can only be set for one NIC. IP addresses configured for the selected
interface and gateway should be on a same network segment, otherwise error may occur.

After the selected interface is configured, you will be asked whether to continue to configure
another interface. Select Yes to return to network configuration page. or select No to finish
the installation

After the installation completes, remove the USB drive and then select Reboot to restart the
server.

Helcome to Sangfor HCI

Installation Completed

Congratulations?! Sangfor HCI software has been
successfully installed.
Please remove the disk before reboot.

Reboot>

10



Administrator can log into Web admin console of Sangfor HCI platform by entering https://IP
address into browser address bar(that IP address is the IP address of the Ethernet interface
selected on the network configuration page).

A

Web admin console of Sangfor HCI platform can only be accessed through the following
browsers: Chrome, Firefox, IE11, IE10.

1.2.3 Initializing Sangfor aServer

Sangfor aServer has been pre-installed Sangfor HCl operating system and configured with a
management interface(etho, default IP address:10.250.0.7/24). To access Web admin
console of Sangfor HCI platform on a PC, first configure the PC with an IP address on a same
network segment with that management interface and connect it to the etho interface on
the aServer. Then open your browser and enter https://10.250.0.7/ into address bar to log in
to Sangfor HCl platform console.

Default username and password are admin. Administrator will be prompted to change
default password upon first login. If the default password has not been changed for one
month, administrator will be forced to change it.

Upon first login, administrator will be prompted to modify default IP address of management
interface, as shown below. If there are multiple aServers deployed in network, default IP
address of management interface on each aServer needs to be modified, and addresses of
management interfaces must be on a same network segment.

Welcome to Sangfor HCI X

() Please change default IP address first.
Interface: eth0

IP Address:  10.250.0.7

Netmask: 255.255.255.0

Gateway: 10.250.0.1

Sangfor Technologies
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1.3Initializing Sangfor HCI Platform

When you log into Web admin console of Sangfor HCI platform for the first time, a wizard
will pop up to guide you through initialization of Sangfor HCI platform. To initialize Sangfor
HCl platform, follow the instructions in the wizard.

1.3.12 Configuring Cluster

On Sangfor HCI platform, a cluster can be created by adding multiple nodes in order to
manage resources centrally. To create a cluster, you need to add hosts into that cluster.

1.3.1.12 Authorization

Insert a USB key containing license key information into the cluster controller, and then go
to System > General > Licensing, as shown below:

»
.;},? Sangfor HCI me Compute es Reliability

System > Licensing

Basic Companents

a8V (Compute Virtualzation) aMET (Metwork Virtualization) ‘aSAN (Storage Virtuakzation)
Varsion V620 Version Version

Expiration Date 20210323 Host CRUS ] UsedLicensed CPUS

Host CPUs 2110 Expiration Date:

Distributed Firewalls
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To input license key, click Edit License Key > Import License Key File.

Licsnsing Mode: USB Kay
Key 1D

mport Licsnse Key e Export Device nfo Fie E—
Basic Components: =

Username: For Sangfor Testing

Export License Key File
&SV (Compute Virualization)
Vrsion

aHET (Natwork

Basic Components.

V620 Version. V620

2110

Version:

PUWFDUYV-LKQNGGMP-2ZGUA 21 @
Expiration Date: 20210323 Hast CPUS: UsediLicensed CPUS asv UWFDUYV-LKQNOGHP-22GUAXDS- J48TZ2

Host CPUs 2110 Expiraiion Date et et AOXMLMERORGTpokaTSaH ol bz oD

Distribated Firewallz

HOOUIGAKMAACAAGCOARAAAAARARAAAA @

SWB3G-YipZ-ndTZHC2PSITWDOVTA1DHGY @

YWhDEBMTDCavVOF S3ChBodz0C e+ s801zyYpl ©
aSEC Components:

& NGAF (Next Generation Application ' ADC (Applcation Delivery Cantroller) & ssLven B 1am gnt (e m

Expiration Date
Update Sarvics

2021-01-12 Expiration Diate Expiration Date
Uptate Servica

Expieation Date

2021-01-12
20210112

Expiration Date
Update Sarvics

20210112

20210112 Updte Sarvice 202101412

Expiration Date Expiration Date
1OMBpS:

50MIbps

Expiralion Date

100Mbps 710} @710 VESL-100 (0110) 50Mops 710}

200Mbps ©710)

(0110

/10
(0710

¥ssL.-200 ©110)  100Mbps

200Mbps

(0710}

400Mbps 100Mops VESL-400 (010 (0110)

Viw Details View Delails

After clicking OK, you can check the license information on the left panel to determine
whether the license key is activated successfully, as shown below:

Basic Components:

Update Service Expiration Date: 2021-01-13

aSV (Compute Virtualization)

aNET (Network Virtualization)

aSAN (Storage Virtualization)

Version: V620
Expiration Date: 2021-03-23
Host CPUs: 2710

aSEC Componenis:

i) NGAF (Next Generation Application ...

Expiration Date 2021-01-12
Update Service 2021-01-12
Ezpiration Date

100Mbps (@10
200Mbps 0/10)
400Mbps 0710}

View Details

Advanced Components

CDP (Continuous Data Protection)

Version: V620
Expiration Date: 2021-01-12
Virtual Machines: ors

Version:
Host CPUs
Expiration Date:

Distributed Firewalls:

B 0c (Appication Delivery Controller)

Expiration Date
Update Service
Expiralion Date
10Mbps
50Mbps
100Mbps

View Details

aHM (Heterogeneous Virtualization Mgt)

Version:
Expiration Date:
VMware vCenter:

Max Backed-up Vhis

Sangfor Technologies

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
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V620 Version:
2710 UsediLicensed CPUs:
2021-01-12
Enabled

& sSLVPN

2021-01-12 Expiration Date
2021-01-12 Update Service
Expiration Date
(0/10) vSSL-100
(@710 vSSL-200
0710 VSSL-400

View Details

&aSC (Stretched Cluster)

V620 Version:
2021-01-12 UsediLicensed CPUs:
Oon
28

V305
0410

2021-01-12
2021-01-12

(0/10)
(0/10)
(0/10)

V305
Limited

E.: tech.support@sangfor.com |
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@ 1AM (Intemnet Access Management)

Expiration Date 2021-01-12
Update Service 2021-01-12
Expiration Date

50Mbps (0710}
100Mbps (0710)
200Mbps (0710}

View Details

Security Integration (aS!)

Not licensed

aGPU (Graphics Card Management)

Not licensed

W.: www.sangfor.com



1.3.1.2 Configuring Cluster IP Address

You can access Sangfor HCI GUI to manage virtual machines through cluster IP address in
case one node fails. To configure cluster IP address, go to System > Cluster Settings.

13
% e Gompute Networking Storage Reliability @ Heamcreok m A g

Super Admin

System > Cluster Settings

Licer Tasks Recydle Bin

Adm and Permissions ~ Alerts Log Export and Cleanup
Dat Health Check
Cluster Settings ‘System Diagnostics.

System Backup and Restore Ungrade

Advanced Setlings. Service Packs
Customization Tech Support and Download

Correlated Security Service

Port Management

Cluster Name:

A

Note that cluster IP address and host NIC address cannot be the same, or else, it will resultin
IP address conflict.

HCI DEMO

Save
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1.3.1.3 Adding Node

In Nodes, you can add node to a cluster by clicking Add Node.

On the following page, select a node that you want to add to cluster and input the
corresponding username and password. Once a node is chosen, node icon turns green, which
indicates that node can be added to the cluster.

£y Sangfor HCI
.1';'. angfor
.

B \
Home Compute Networking Storage Reliability System @ reamonesx & —

‘Super Adenin
Nodes Physical Interfaces | Communication Interfaces System Disks.

3 Refresh | () Add New Node | 4= Sort by Name ~

Memary Allocaten

New Node

Select Node Download Hyper-Converged Infrastructure 6.2.0_EN ...
(Below are nodes having Sangfor HCI software installed (default password: admin). Adding node will

automnatically enable SSH port (22) of the remote host. Please make sure the port status is consistent

with that of the cluster after the node is added.)

New Node
Node IP

Username admin

Password:
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1.3.2 Initializing Virtual Storage

1.3.2.1 Configuring Storage Network Interfaces

Go to Storage and click Settings on the dialog that pops up to configure storage deployment
mode.

By default, etho is used as management interface and communication interface to
synchronize configurations on Sangfor HCI platform. Storage network interface is used to
synchronize file data on virtual storage. It is better to use separate interfaces as management
interface and storage network interface.

a. Navigate to Nodes > Communication Interfaces > Storage Network Interface, and
select Settings.

s f
Home Compute Networking Siorage Reliability System @mm a zf =

Management Interface C Refresh 1 vity cal Intertac o @ Network interface Planning Tips

®,, Sangfor HCI
ki

tace. (Storage network deployment mode : Not configured)

Storage Network Inferface Negotiated Rate MTU

Flow Control

b. Specify the interface mode from dedicated mode or shared mode. In this case,
dedicated mode will be used.
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Settings X

o Specify Interface Mode o Specify Deployment Mode o Select Storage Network Interface

Storage Network Storage Network Other Communication
Interface Interface Interfaces
Dedicated Mode (recommended) Shared Mode
Use a physical interface exclusively as Use one physical interface as storage
storage network interface to achieve more network interface and logical interfaces of
stable bandwidth and betier performance for other functions when number of physical
virtual storage. interfaces are insufficient.

c. Specify the deployment mode of the storage network interface. In this case, Link
aggregation disabled will be use.

Sangfor Technologies
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Settings X

o Specify Interface Mode o Specify Deployment Mode o Select Storage Network Interface

Deployment Mode (for data communication among clustered nodes)

O Link aggregation disabled Link aggregafion with one switch Link aggregation with two switches
Link Aggregation Disabled
Benefits
} Independent storage area network is higher in stability.
: Drawbacks
SWITCH Storage on the node will be inaccessible if one link fails.
Notes
r-—ga - == - === gl — == == ——— - Storage area metwork (SAN) is used for data transmission across nodes.
: : Please connect the nodes with cables according to the diagram.
1 1
: | : Layer 2 switch can be used, no change required.
1 1
1 1
1 | nodes ply use a cable fo connect one another, without
1 1
1 1
\ Storage Area Network i
b e s e e e e e e e e - - o

d. Lastly, specify the interface used for storage network and configure the
corresponding IP address for communication.
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Settings b

0 Specify Interface Mode o Specify Deployment Mode o Select Storage Network Interface
Mode Name FPhysical Interface Interface IP Status
192.168.20.36 eth0 - 10.251.2511 124 @ Normal
192.168.20.37 efh1 - 10.251.251.2 124 © Normal

Each node communicates with another one using two physical interfaces which are
connected to a same layer 2 switch. Storage network interfaces will be aggregated
automatically without the need to configure link aggregation on switch. After the
deployment mode is selected, you need to deploy the network according to the digram
illustrating deployment architecture of storage area network, and then select storage
network interface for each node and configure IP address for that interface.

Storage area network is built after storage network interface is configured.

Management Interface C Refresh 2 Seftings  £¥ Test Connectivity @ Network Interface Planning Tips

A 101208 NNOTK IIBTEACH S 1564 Tof COMMUNICATON DANwSN GTITBNT OGBS in The CHESTAT VIAS ACCRSS SIOTAgH TBSOUICES ACIOSS NO0ES INOUGh s INBTTace. (SIOAGR NNGMK GEPioyment Mode | Dedicaled Mode - Link 3ggregation vilh 1o swilcnes;
Hoce Name Storage Network Intertace Intertace 1P Negotiated Rate ] status
02512511 000MbYs 500 Normal
Storage Network Interface Q
10.251.251.2 000Mb/s 500 & nomal

Configuring Datastore Type and Disks

1. Navigate to Storage > Virtual Storage, select New or Create Virtual Datastore.
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»
—E,‘.o Sangfor HCI Home Compute Networking Reliability
\

— ...

Virtual Datastores C Refresh @ New £} Scttingl  omer Datastores @ About Storage Palicy

Physical Disks

2. Select datastore type, in this case Ordinary datastore will be created.

Create Virtual Datastore X

o Select Datastore Type o Select Node o Select Disks o Use of Disks o Confirm

Virtual Datastore Name: VirtualDatastore1

Type: © Ordinary datastore

Introduction

Q Ordinary datastores use automated tiering to
give full play to the advantages of SSDs and
HDDs and achieve excellent performance.
Bazed on specific disks, up to 2 datastores

m m /Butomated| can be created using 3 hosts.
V. QoS

"

Configuration Requirement

For ordinary datastore, nodes can use SSD or
HDD as data disk.

MNode 1 MNode N Features

Logical subvolume, auto tiering, aRaid2.0

3. Select corresponding method and nodes to create virtual datastore, as currently
creating very first virtual datastore, [Use disks on new hosts] will be use.
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Create Virtual Datastore %

0 Select Datastore Type o Select Node o Select Disks o Use of Disks o Confirm

d data e can be created based on specific d O on the same hosts can be used to create up to 2 datastores. Configuration Guide
Method: O Use disks on new hosts Use unused disks added to existing datasiores
Select new hosts which have not been added to any virtual datastore to create a new datastore: 2 node(s) selected
MNode Mame Mode IP Toal SSDs Toal HDDs
192.168.20.36 192.168.20.36 1 2
192.168.20.37 192.168.20.37 1 2

Eest Practice: Less than 12 nodes associated with a datastore

4. Select the disks will be used to create virtual datastore.
For hybrid datastore, at least 1 SSD is required as cache disk.

Create Virtual Datastore X

0 Select Datastore Type 0 Select Node e Select Disks o Use of Disks o Confirm

Select disks to be added to the datastore Selected: 2 55Ds, 4 HDDs
Quick Select
Disk Type Size

4 1921682036

Disk 0 SATA SSD 22357 GB
Disk 2 SATAHDD 18278
Disk 1 SATAHDD 18278
Dk q 1682037

INTEL SSDSC2BB240G6 PHWA546603DZ...  SATA SSD 223.57 GB
WDC WD2000FYYZ-01UL1B2 WD-WMC1P...  SATAHDD 18278
WDC WD2000FYYZ-01UL1B2 WD-WMC1P...  SATAHDD 18278

5. Specify the use of disks. By default, HCl will assign the disk automatically.
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Create Virtual Datastore %

0 Select Datastore Type O Select Node o Select Disks o Use of Disks e Confirm

ExpandAll [ Collapse All [ Edit Disk Group About Disk Grouping @

~ Node: 182.168.20.36 Data disk: 2 Cache disk : 1

Disk Group Disk Type Disk Size Use of Disk
Disk 0 55D 2236 GB Cache disk

Group 1 Disk 2 HDD 18TB Data disk
Digk 1 HDD 18TB Data disk

« Node: 192.168.20.37 Data disk - 2 Cache disk : 1

Disk Group Disk Type Disk Size Use of Disk
INTEL SSDSC2BB240G6 PHWAS46603DZ240AGN SsSD 2236 GB Cache disk
Group 1 WDC WD2000FYYZ-01UL1B2 WD-WMC1POHIDRCJ HDD 18TB Data disk

6. Confirm on the details and proceed with the virtual datastore creation.

Create Virtual Datastore %

O Select Datastore Type O Select Node o Select Disks o Use of Disks e Confirm

Confirm Configuration of Ordinary datastore (ViriualDatastore1):

2 7.28TB © 7% © 3.62TB Not supported ©

Modes Raw Capacity Cache Dizk Rafio 2-replica Storage Capacity 3-replica Storage Capacity

Virtual Datastore:

Mode Mame Digk Groups Cache Disks Data Disks Data Disk Size Cache Disk Size
192.168.20.36 1 1 2 364TE 22357 GB
192.168.20.37 1 1 2 364TE 223.57 GB
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The following page displays virtual storage configurations, including available disk space,
number of data copies, and total number of disks. After confirming configurations, click
“"OK" and input administrator account password admin, and then click Finish to begin
initialization of virtual storage.

Create Virtual Datastore X

0 Basics 0 Select Node 0 Use of Disk e Confirm

Confirm Configufation of Virtual Datastare (YirtualDatastaret):

3.62TB 7.28TB 2 2

Available Space Tatal Space Modes Replicas

Virtual Datastore:

Mode Mame Disk Groups Cache Disks Data Disks Spare Disks Free Digks Total Space
192.168.20.192 1 1 2 0 i] 364 TB
192.168.20.191 1 1 2 0 1] 364 TB
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Testing Connectivity

On the Virtual Storage dialog, click on Test Connectivity button to enter the following page.
On that page, specify an IP address(it is often the gateway address)which should be allowed
to ping, in order to check if the node is connected.

10
% Sangfor HCI Home Compute Networking Storage Reliabilty System @ reancrex & e admin !

Super Admin
m Physical Interfaces | e yMUSTCINNEIEEE]  System Disks

Management Interface C Reflesh ¢ Settings | £ Test Connectivity Physical Interfaces vCenter Nodes @ Network Interface Planning Tips.

Nodes VMware vCenter

Overlay Network Interface Astorage network interface is used for communication between different nodes in the cluster. V1 : kel ace. (Storage network deployment mode : Dedicated mode - Link aggregation disabled)

Status

Negotiated Rate

Edge-Connected Interface Node Name Storage Network Interface:

192.168.20.36 eth0 10.251.251.1 1000Mb/s 1500 m;
Storage Network Interface @ Normal

192.16820.37 eth1 102512512 1000Mbis 1500 @ Normal
Flow Control

Test Connectivity X

Q This IP address is used to ping connectivity to the node to check whether
itis isolated Read Maore

Better be router |P address that is always connected.

IP Address: ‘ 192.168.20.1| ‘

1.3.3 Configuring Overlay Network Interface

After a cluster is created, you need to configure overlay network interface for each node.
Overlay network interface must be a Gigabit or 10-Gigabit interface and connected to a
Gigabit or 10-Gigabit switch (If there are only two nodes, connect two overlay network
interfaces directly without using any switch). To improve bandwidth and redundancy of
overlay network interface, you can use an aggregate interface as a overlay network interface.

By default, management interface and overlay network interface are set to a same interface.
To improve data transmission efficiency, configure the management interface and overlay
network interface(VXLAN) to reside on different physical NICs. To configure overlay network
interface, go to Nodes > Communication Interface > Overlay Network Interface(vxLAN).
Specify an overlay network interface for each node and configure a corresponding IP address
and netmask.
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i 10
.1}' Sangfor HCI Home Compute Networking Storage Reliability System @ reamcrex  m I:? admin !
A 2

Super Admin
m Physical Interfaces | IIIMICIEINREN-WEE | System Disks

Management Interface C' Refresh| ¢ Settings Physical Interfaces vCenter Nodes @ Network Interface Planning Tips

Nodes VMware vCenter

CGommunication Interfaces

Overlay Network Interface An overlay network interface is used for data transfer across nodes. VMs running on different no
System Disks

Edge-Connected Interface Node Name Overlay Network Interface VLAN ID Driver Type Link Made wTU
1921582036 eid - 172.16.10.1 265.255.255.0 g0 Auto-negotiation (1000M / Full-dupl. 1500

Storage Network Interface ) o o ‘ v
192.168.20.37 [ s 172.16.402 265.255.255.0 igb Auto-negotiation (1000 / Full-dupl. . 1500

Flow Control

Refiresh 4 Edit Multiple £33 IP Address Pool [# Edit VXLAN Port

MNode Name Cwerlay Network Interface Interface IP Metmask
192.168.20.36 [  ethd - 172.16.10.1 255.255.255.0
192.168.20.37 [  etho - 172.16.10.2 255.255.255.0

Enable high performance modeEnable high performance mode
(MTU will be changed to 1600 and therefore Jumbo Frame must be enabled on physical switch to avoid network failure)

_

To improve data transmission efficiency, enable high performance mode. In that mode, MTU
will be changed to 1600 and therefore VXLAN encapsulated data will not be fragmented
when being forwarded to physical network, but Jumbo Frame must be enabled on the
physical switch connected to a host installed Sangfor HCI software.
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1.3.4 Configuring Edge

If multiple nodes form a cluster and provide business service as a whole, a virtual machine
may run on any node, therefore, an edge should be connected to an interface on each node
and that interface should be connected a same L2 physical switch, ensuring that virtual
network traffic can go into physical network through any node.

» .
-‘:}. Sanglor HC1 jome Storage Reliability
\

Topology

£ Em | ¢

Summary - Network Devices »
& Edges 0
& Switches 0
& Routers ]
8 noc ]
‘ Summary - Edge -
w edget
a 1 Default Group
Edge Connected Physical Interfaces
i Physical Inteaces ()
Swilch
4 1921682036
@ - L jethiused by VS)
R - ]
E
Monfor Cer [Cagetn3
é ofetnai192 168.20.36)
NGAF (udetns
4 1921682037
Coalletnoi192.1 ) 2
i O [Cijemon92.158:2037)
‘ - [feniused by vs)
ADC
5.
SSLVPN
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Chapter 2 Initial Login to Sangfor HCl Console

Sangfor HCI platform provides web-based administration. Administrators can access admin
console of Sangfor HCI platform through its management interface address which is
specified during installation of Sangfor HCl software.

If that management interface address is not specified during the installation, the default IP
address(10.250.0.7) will be used. Before logging into Sangfor HCI GUI, connect a physical
interface on a PC to the first interface on the host where Sangfor HCl software is installed,
and then configure an IP address on that PC, which should reside on the network segment
10.250.0.X. Open browser and enter https://10.250.0.7 into the address bar to log into
Sangfor HCI GUI, as shown below:

If that management interface address is specified during installation, access Sangfor HCI
console through that specified IP address.

Sangfor HCI

%

Sangfor HCI

On the login page, as shown above, enter username and password, and then click Log In.
Default username and password are admin/admin.

Upon successful login, the following dialog box will pop up to prompt administrator to
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change password.

Message

The account's password is the initial
password. Please reset it for account security.

Change Now

g #

5

e Sangfor HCl console can be accessed with the following browsers: IE11, Firefox, Chrome,
etc.

e The hostinstalled Sangfor HCl software is taken as a clustered node by default. It can be
added to other clusters, or be regarded as a cluster controller so that other nodes can be
added onto its HCI platform.

Log in to Sangfor HCl Web admin console and a QR code will pop up, and you can scan
the QR code to verify software edition.

GUI of Sangfor HCI platform is shown below:

» -
-:“.i Sangfor HCle: Compute Networking Storage Nodes Reliabilily
v

n Mgt

CJolololcioRchs

Resourc Scheduling Powered On: 43 vCenter Servers: 1 Used: 133,78 GHz Used: 52555 GB Amocates 576.64 68 (D) Used: 20.74 T8

Powered O, 91 Totak 2017 GHz Tolal 768 68 Commitied RAM 66348 GB(D  Tolat 4353TB.

CPU Usage % CPU Usage 0% CPU Usage 56% Datastore Usaga 5%
Physical Mem Usage Prysical Mem Usage  73% Physical Mem Usage  65% = Raad Spasd i
e —— =

Memary Allocation w 1% Memory Allocabon  84% Wrte Speeg GMEvs

Vit
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2.1 Home

2.1.1 Navigation Bar

There are six modules on the navigation bar, as shown below:

.
_:g. Sangfor HClex
)

Reliability System

<

Home: You can view information about nodes, virtual machines, storage, CPU usage,
memory usage and storage usage.

Compute: You can configure and manage virtual machines.
Networking: You can configure virtual network.
Storage: You can view storage status and configure virtual storage.

Nodes: You can configure and manage cluster, nodes and storage.

SRS

Reliability: You can configure scheduled backup, snapshot, HA, resources
scheduling,VM scheduling, UPS.

<\

System: It includes General, System Maintenance and Others. General includes
Licensing, Date and Time, System Administrators and Permissions, Alarm
Options, Cluster Settings, System Backup and Restore, VMware vCenter and VM
Backup and Recovery, etc. System Maintenance includes Tech Support &
Download, Logs and Alarms, Upgrade, Health Check and Customization, User
Management, Work Orders, etc. Others includes Recycle Bin and HA & Resource
Scheduling etc.

v' Health Check: It checks cluster environment to find and locate issues, and offers
solutions for discovered issues.

To view alarm events, click the following icon (the number on the icon indicates the number
of the current alarm events) to view the latest 5 alarm events, as shown below:

The number beside the exclamation mark indicates the number of alarms. To view details of
the alarms for SANGFOR HCl and VMware vCenter(if any is added), click on the exclamation
mark.
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75 admin
€)) HealthCheck W, 3 S —

| Sangfor HCI ()

Total: 73 = Critical: 50 « Medium: 23 More Alerts

@[ 2021-01-12 22:36:10 ] Node (Node-3)'s gateway
(192.168.1.254) is disconnected. Please check the
network connection.

@ [ 2021-01-09 03:17:11 ] Virtual router (Router2) fails to run
because the mode which it runs on is offline or removed
from the cluster. Please repair that node or replace it with
a new one.

| ViMware vCenter (D

Total: 2 e Crtical: 1 » Medium: 1 More Alerts

@ [ 2020-11-29 04:33:28 ] Alarm on hest (192.200.19.30).
Details: Default alarm to monitor host connection and
power state

@ [ 2020-11-22 04:11:31 ] Alarm on vm (Win10-JH). Details:
Default alarm to monitor virtual machine memory usage

To change admin password, click on the “admin Super Admin"“located on the right top of
web ui.

admin
Super Admin

75
@ Heatncreck W E3

& Reset Password

() Log Out
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Reset Password %

Current Password:
Mew Password:

Confirm Password:

_

Password should contain 8-64 characters which must consist of any two of the following:
upper-case characters, lower-case characters, digits and the special characters:
~ @#%&<>";_-Ns.x+2=L|RON

2.1.2 Slideshow

The slideshow appears every time the administrator navigates to Home and later hides
automatically.

» : . &
»z}. Sangfor HCla: Compute Networking Storage s Reliability OMM f E? )
) i o :

Super Admin

Heterogeneous Virtualization Mgt

loud and VMware aCenter, simplifying operations

n construction management of the whole data center

To hide the slideshow, you can click the icon on the upper right corner.

Once the slideshow is hidden, the following buttons appear: Create VM, Backup VM,
Recover VM, Convert to VM, Add Node, Add Datastore.
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Compute Networking Sto odes Reliability

Conven 1 VM

_3%'. Sangfor HClez
o

A New Node Add New Datastore

2.1.3 Viewing Resources

This section displays information about resource scheduling, nodes, VMs and storage, CPU
usage, memory usage, and storage usage.

2.1.4 Viewing Nodes and Storage

A gray node icon indicates that the node is offline. A red node icon indicates the node gives
alarm, while red storage icon indicates the storage is offline. Blue node icon and storage icon
indicate that the node and storage operate properly.

»
‘o Sangfor HCle:
.%‘h

Compute

¥ -

Create VM Backup VM wer Add New Node

@

Powered On: 48 Used: 14791 Ghz Used: 52648 08 Mlocated 5766468 (D Used 2074 TR

Powered Off 91 Total 2017 GHz Total 768 G8 Commitled-RAM 6634868 (D  Total 435378

CPU Usage 76% CPU Usage 80% CPU Usage 64% Datastore Usage 58%

Physical Mem Usage  67% Physical Mem Usage  73% Physical Mem Usage  65% Vn Read Speed 2MBls

Memory Alocation  95% Memory Aliocation 1% X Write Spesd ™ES

(o Node-2

To view node details, click on the node name to enter its Summary page(For details, refer to
the 2.5.3.12 Node Summary section).

To view running tasks and logs, move the cursor above the following icon at the lower right
corner.
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To view detailed information, click on it and the following page pops up, which lists the latest

admin logs.
Tasks

e

Status Action Object Start Time End Time Admin Operation
Completed Power on VM USER_acmp-c55f 2018-11-14 10:086:36 2018-11-14 10:06:36 Administrator ( 192.168.19.17_. View
Completed Log in admin 2018-11-14 09:56:27 2018-11-14 09:56:27 admin{ 192.168.1.213 ) View
Failed Log in admin 2018-11-14 09:56:21 2018-11-14 09:56:21 admin{ 192.165.1.213 ) View
Completed Reset VIV windows7_clone. .. 2018-11-14 09:53:44 2018-11-14 09:54:17 Administrator ( 192.168.19.17_. View
Completed Import backups Windows server ... 2018-11-14 09:49:43 2018-11-14 09:49:53 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 08:48:29 2018-11-14 08:48:34 Administrator ( 192.168.19.17_. View
Completed Import backups Windows server ... 2018-11-14 07:47:19 2018-11-14 07:47:24 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 06:45:23 2018-11-14 06:45:28 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 05:44:07 2018-11-14 05:44: 11 Administrator ( 192.168.19.17_. View
Completed Import backups Windows server ... 2018-11-14 04:42:38 2018-11-14 04:42:43 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 03:41:16 2018-11-14 03:41:21 Administrator ( 192.168.19.17_. View
Completed Import backups Windows server ... 2018-11-14 02:50:20 2018-11-14 02:50:25 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 01:48:58 2018-11-14 01:49:03 Administrator ( 192.168.19.17_.. View

If you have any questions about HCI, you can click on the LiveChat option at the lower right
corner to do online consultation.

After clicking the online consultation option, you will be redirected to the following page to
ask for your personal information.
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Welcome to LiveChat

Qur agents are not available right
now. You may submit a case by
using the Open a Support Case
function on the homepage of
Sangfor Community, or you may
leave a message here and we'll get
Dack to you as 500N as we can.

Your name: *
Siva

E-mail: *

Subject:

Vm issue

Message: *

Cannot power or|

Leave a message

Fill in the personal information and click Start the Chat. The page will jump to the online
consultation page, then you can directly ask your question.

Welcome to LiveChat
® Technical Support
Technical Support

L rechnical Support 1036

Hello. How may I help you?
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2.2 Compute

A virtual machine is an operating system simulated by specific software, running in an
isolated environment. It can be installed with the operating system such as Windows, Linux,
etc.

VMware vCenter can be added to and managed on Sangfor HCI platform.

2.2.1 Managing Virtual Machines on Sangfor HCI

Navigate to Compute and you will see the following toolbar, as shown in the following figure.
On the toolbar, there are the following items: View By Group/Node/Datastore/Tag,
Panel/List, Refresh, New, New Group, Select, Sort, Recycle Bin, VM scheduling, Export
vm configurations and Advanced.

Widware vCenter

° = Q Advanced ~

Virtual machines can be viewed by Group, Node, Datastore or Tag.
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»
.:“.' Sangfor HCI Networking Storage Nodes REELTITY System
.

2 0 View by Group ~ i Panel O Refresh @ New [+]NewGroup = Select |—=Sori~ *+=More

View by Group
View by Node
View by Datastore

View by Tag

To view virtual machines by group, select View By Group in Compute, as shown below.

E -8 View by Group~ R Parel O Refresh G) New

-

[=] @ Virtual Machine (0)

[FInewGroup = select |=Sorit~ +-*More

‘..l Defautt Group (0)

To view virtual machines by node, select View By Node in Compute, as shown below.

-0 View by Node v B Panel O Refresh @ New

o

=l [@@ Virtual Machine (0)

[FNewGroup S select |=Sort ~  s=+More

@ 192.168. )}
@ 192.162: (0)

To view virtual machines by datastore, select View By Datastore in Compute, as shown
below.
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» =
,%;-. Sangfor HClsz Metworking Storage Nodes Reliability System
1

View by Datastore ~ = List ORefresh @ New [+]NewGroup P Poweron Il ShutDown sssMore
@ 7 virtual machine(s) giving alert View

=] . Virtual Machine (139) Metrics: BREEETS MNade Throughput 10 Speed Host Resources Backup Permissions

VirtualDatastore1 (139)

) dtest (0)

test (0)

Status VIV Name IP Address Group

DefaultGroup (0)

To view virtual machines by tag, select View By Tag in Compute, as shown below.

» =
_&{t.. Sangfor HCls2 Networking Storage Nodes Reliability System
*

%0 View by Tag~ St £ yRemresh (D)New NewGroup P Poweron [l ShutDown +More

=
=] [ Tagged VMs (1)

i PC Deskiop (1)

i Foc )

Metrics Node Throughput 10 Speed Host Resources Backup Permissions

Status VM Name IP Address Group CPUL
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2.2.1.1 Viewing VMs by Panel or List

Virtual machines can be viewed by Panel or List. By default, virtual machines are displayed
by Panel. To view VMs by List, click on List, as shown below:

» 2
,:.’l:. Sangfor HCls2 Networking Storage Nodes Reliability System

Sangfor HCI VMware vCenter

B g View by Datastore v ORefresh @New New Group P> Power On Il ShutDown -«

£ £

8 virlual machine(s) Close

[ [ Virtual Machine (8) Metrics: [IEEETe Node Throughput 10 Speed Host Resources Backup Permissions
e e ) Status VM Name 1P Address Group CPU Usage
@ dtest (0)
Q or centos7-template_Demo cluster_9 - template -
@ test (0)
Qor centos7-template_Demo cluster_9. = Linux Training =
@ pefaultGroup (0)
o Off centos7-template_Demo cluster_9... - Linux Training -
Q orf centos7-template_Demo cluster_g o Linux Training -
©Q or centos7-template_Demo cluster_9... - Linux Training -
O or centos7-template_Demo cluster_9. a Linux Training -
Qor centos7-template_Demo cluster_9. - Linux Training -
©Q or centos7-template_Demo cluster_9... - Linux Training S

VM details are displayed, as shown below:

Basics: Displays basic information of virtual machines.

O Refresh @ New cenfosT-template Q, Advanced ~ I
Metrics: [N:EEESMll | Node  Throughput | 10 Speed Host Resources Backup | | Pemmissions
(-] | Status WM Name IP Address Group CPU Usage Memory Usage Disk Usage
Qon centos7-template_Demo cluster 9 [+] 192.168.20.55 Linux Training — 48% ] 13% 1 3%
Qof centos7-template_Demo cluster_9 - template - - -
Qof centos7-template_Demo cluster_9 - Linux Training - - -
Qor centos7-template_Demo cluster_9 - Linux Training - - -
Qo centos7-template_Demo cluster_9 - Linux Training - - -
Qo centos7-template_Demo cluster_9 o Linux Training o o o
Qof centos7-template_Demo cluster_9 - Linux Training - - -
Qof centos7-template_Demo cluster_9 - Linux Training o o o

Node: Display the node where the VM is running on.

yRrefresh (HDNew  [F]New Group centosTHemplate Q) Advanced - I
Metrics:  Basics m Throughput 10 Speed Host Resources Backup Permissions
Status VM Name IP Address Group Run Location Current Node VM Scheduling
Oon centos7-template_Demo cl 102.168 Linux Training <Prefer to run on Node-1= Node-3 -
o off centes7-template_Demo cl. - template <Prefer to run on Node-1> - -
Oor centos7-template_Demo ¢l - Linu Training <Prefer to run on Node-1- - -
o off centes7-template_Demo cl. - Linux Training <Prefer to run on Node-1= - -
o off centos7-template_Demo ¢l - Linux Training =Prefer 1o run on Node-1> - -
Oor centos7-template_Demo cl - Linux Training <Prefer to run on Node-1> - -
o off centos7-template_Demo cl. - Linux Training <Prefer to run on Node-1= - -
Oor centos7-template_Demo ¢l - Linu Training <Prefer to run on Node-1- - -
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Throughput: Displays outbound and inbound speed.

= List O Refresh G centos7-template Q. Advanced v I
Mefrics:  Basics  Node m 10 Speed Host Resources Backup | | Permissions
Status VM Name 1P Address Group Throughput Gut Throughput In
Qon centos7-tempiate_Demo cluster_93d4. 192.168.20.52 Linux Training 976 bps 329.91 Kbps
Qor centos7-template_Dema cluster_93d4 - template - -
Qo centos7-template_Demo cluster_93d4. - Linux Training - -
O o centos7-femplate_Demo cluster_93dd. - Linux Training - -
O of cenios7-template_Demo cluster_93d4 - Linux Training - -
Oorn centos7-tempiate_Demo cluster_93d4. - Linux Training - -
Qof centos7-template_Dema cluster_93d4 - Linux Training - -
Qof centos7-template_Demo cluster_93d4. - Linux Training - -

10 Speed: Displays |0 speed.

= List O Refresh @ New [*]NewGroup P Poweron B ShutDown +e+More centos7-template Q| Advanced - I
8 virtuat ine(s) Close
Metrics:  Basics | Neode | Throughput HostResources |~ Backup  Permissions
Status VM Name IP Address Group Read Speed Wit Speed 10 Reads 10 Writes

Qon centos7-template_Demo clu 192.168.20.52 Linux: Training 15.81 MBis 59 KBis 11510PS 410PS
Qo centos7-template_Demo clu - template - - - -

Q of centos7-template_Demo clu - Linux Training - - - -

Q or centos7-template_Demo clu o Linux Training o o - -

Qo centos7-template_Demo clu - Linux Training - - - -

Q of centos7-template_Demo clu o Linux Training - - - -

Q or centos7-template_Demo clu - Linux Training - - - -

Qo centos7-template_Demo clu o Linux Training o o - -

Host Resources: Displays used resources and downtime.

O Refresh @ New New Group B PowerOn [l ShutDown +=+More centos7-template Q Ad
8 virtual machine(s) Close
Metrics:  Basics Node Throughput 10 Speed Host Resources I Backup Permissions

Status VM Name IP Address Group Datastore Storage Policy Logical Space ... Physical Space Used (1) Used Memory (1) Downtime
Qon centos7-temp 192.168.20.52 Linux Training VirtualDatastore1 2_replica - - - -

Qo centos7-temp = template VirtualDatastored 2_replica = = = 54 days
o off centos7-temp.... - Linux Training VirtualDatastore1 2_replica 217 MB 434 MB - 62 days
O or centos7-temp = Linux Training VirtualDatastore1 2_replica 200 MB 400 MB - 54 days
Qo centos7-temp - Linux Training VirtualDatastore1 2_replica 183MB 366 MB - 54 days
Q off centos7-temp... o Linux Training VirtualDatastore1 2_replica 200 MB 400 MB - 62 days
O or centos7-temp - Linux Training VirtualDatastore1 2_replica 220 M8 440 MB - 54 days
Qo centos7-temp = Linux Training VirtualDatastored 2_replica 192 MB 384 MB = 54 days

Backup: Displays backup information of virtual machines and backup file size.
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= List O Refresh New Group P Poweron [l ShutDown «++More Q| Advanced ~
8 virtual machine(s) Close
Metrics:  Basics Node  Throughput | IO Speed | HostResources  [NGERCTM | Permissions

B  Stalus VM Name IP Address Group Scheduled Bac. Backup Repository Backup File Size Latest Backup
Qon centos7-template_Demo cluste 192.168.20.52 Linux: Training off
Oon centos7-template_Demo cluste - template off
Qo centos7-template_Demo cluste - Linux: Training off
Q or centos7-template_Demo cluste - Linux Training of
Qor centos7-template_Demo cluste. - Linux Training of
Q o centos7-template_Demo cluste = Linux Training off
Qor centos7-template_Demo cluste. - Linux Training off

Q o centos7-template_Demo cluste - Linux Training off

Permissions: Displays admin permissions.

centos7-template Q Advanced ~

St {yReesn (D)New [F]NewGroup P Poweron I ShutDown +»+More

& virtual machine(s) Close

Metrics. ~ Basics Node Throughput 10 Speed Host Resources Backup

Administrator Group Permissions Creator Edit
admin Default Group Super administrator Yes
sangfor Default Group Admin No £4

2.2.1.2 Creating Virtual Machine

To create a new virtual machine, click New in Compute and then select Create New Virtual
Machine to enter the following page.

-

Sangfor HCI VMware vCenter

E 8 View by Node ~ 2 Panel O Refresh @ New New Group == Select |=Sort v «s+More

o

[E] @ Virtual Machine (0)

»
.%;‘ Sangfor HCI Networking Storage Nodes Reliability System

) 192.168.20.36 (0)

) 192.168.20.37 (0)

Il DefaultGroup (0)
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Create New Virtual Machine

Choose a way to create a new virtual machine.

.1 Create New Virtual Machine Create Standalone Oracle Database

d Create a new virtual machine from an IS0 image file. Use the wizard to create a new standalone Oracle database.

Clone VIV Create Oracle RAC Database (cluster)
e
2
-

Clone an existing virtual machine. Use the wizard to create an Oracle RAC database

Create SQL Server

W Import Virtual Machine

Import a new virtual machine from a local file on this PC.

m

Use the wizard to create a new SQL Server

Create New Virtual Machine

Name:

1{. Group: Default Group -
. Tag: Select B

HA: Migrate VM to another node if the node fails HA Settings

Datastore: VirtualDatastore1 -
Storage Policy: 2_replica - G.)
Run Location: =Auto= -
Guest 05: Select which type of OS5 to install... -

High Priority: Guarantee resources for VM operation and recovery @

Configuration Advanced

Standard g Cores: 8

Frocessor & core(s)
. Memory 15 GB Virtual Sockets: 1 -
= Disk 1 120 GB Cores Per Socket: 8 -

Name: Specifies a distinguishable name for the virtual machine.

Group: Specifies a group to which this virtual machine belongs.
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Create New Virtual Machine %

Name:

1 Q Default Group -

. Tag: 5 b Group Q.

HA:

Datastore:
Storage Policy: G
Run Location:
Guest 0S:

High Priority:

Configuration Advanced

Standard g Cores: 8

Processor 8 core(s)
e lemory 16 GB Virtual Sockets: 1 -
= Disk 1 120 GB Cores Per Socket: 8 -

To add a new group, click “add new group”

»
.%%O Sangfor HC Networking Storage Nodes Reliability System

13

' -3 View by Datastore - R Panel O Refresh @ New New Group | = Select | = So *+*More

=l @ Virtual Machine (0)

E @ DefaultGroup (0)
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New Group X

Location: Virtual Machine T

Group Mame: Mew group

Tag: Specifies one or more than one tags for the virtual machine.

Add New Tag X

Add Tag

Added/Selected Tags: (0)

Mo tag has been added or selected

Select Tags:

HA: If the option Migrate to another node if the node fails is selected, virtual machine will
be recovered onto another node in case the node running the VM fails.
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Create New Virtual Machine

¥

Guest 0S:

High Priority:

Select which type of OS to install...

Name:
Group: Default Group
Tag: Select
| HA: Migrate VM to another node if the node fails  HA Setiings |
Datastore: VirualDatastore1
Storage Policy: 2_replica
Run Location: =Auto=

Guarantee resources for VM operation and recovery @

Datastore: Specifies a datastore to store virtual machine. HA is configurable only when a
shared datastore is selected.

%

Standard:

Processor
- [Memory

= Disk 1

Create New Virtual Machine

Name:

Group:

Tag:

HA:

Datastore:

Storage Policy:

Run Location:

Guest 05:

High Priority:

Configuration Advanced

8 core(s)
16 GB

120 GB

Default Group -
Select [+
Migrate VM to another node if the node fails HA Settings
ViriualDatastore1 -
MNo. St Datast. Tvpe Total Free Max Read Speed Max Write Speed
1 = Virtual. . Virtual 3626 TB 1553 TB 573.99 MB/s 178.33 MB/s
2 = diest Local .. 364TE 364TB 12 MB/s 45.96 MB/s
3 = test Local .. 364TE 361TE 192.43 MB/s 91.21 MB/s
Cores: g
Virtual Sockets: 1 -
Cores Per Socket: 8 -

Storage Policy: Specifies the number of replication and performances.
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Create New Virtual Machine %

MName:

1‘.. Group: Default Group M
R Tag: Select B

HA: Migrate VM to another node if the node fails HA Settings

Datastore: VirtualDatastore1 -

Storage Policy: 2_replica a @

Run Location: Policy Name Replicas (1) Automated QoS (1) Stripe Width (1) Replica Defrag (1)

Guest OS: 2_replica 2 replicas Medium level of perfo. . Adaptive Adaptive
2_replica_high_perform... 2 replicas High level of performa... Adaptive Adaptive

High Priority:
3_replica 3 replicas Medium level of perfo. Adaptive Adaptive

Configuration Advanced 3_replica_high_perform... 3 replicas High level of performa... Adaptive Adaptive

Standard g Cores: 8

Processor 8 core(s)
W= Memory 16 GB Virtual Sockets: 1 -
= Disk 1 120 GB Cores Per Socket: 8 -

_ Canl:e'

Run on Node: Specifies a node on which the virtual machine runs.

Create New Virtual Machine

!‘.. Default Group

Tag: Select
HA: Migrate VM to another node if the node fails HA Settings

Datastore: VirtualDatastore1

Storage Palicy 2_replica - G)

Run Location: <Auto> - |

Mode IP Address CPU Usage Memory Size Memory Usage Allocatable
=Auto= = =
Node-1 192.168.. T8% 569 49.19 GB

Node-2 192.168.. 32% 73% 81.76 GB

Node-3 192.168. T4% 569 73.66 GB

Processor 8 core(s)

= llemory 16 GB Virtual Sockets:

= Disk 1 120 GB Cores Per Socket

_ cancel

Guest OS: Specifies an operating system for the virtual machine. The following types of
guest OSes are supported: Sangfor, Windows, Linux, Linux distributions and others. Sangfor
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operating system is mainly for software aCenter.

Create New Virtual Machine

Name:

1{. Group: Default Group A

Z Tag: Select B
HA: Migrate VM to another node if the node fails HA Settings
Datastore: VirtualDatastore1 -
Storage Policy: 2_replica - G.)
Run Location: <Auto= -
Guest 05: Select which type of OS5 to install... - I
High Priarity: Sangfor Technologies Inc.

) Sangfor Cloud Platform
Configuration Advanced
Windows

stancara:  Low  [JEBRANN  Hion | windos Server 2019 64 bit
Processor 8 core(s) Windows Server 2016 64 bit
. [lemory 16 GB Windows Server 2012 64 bit
= Disk 1 120 GB Windows Server 2008 32 bit
e M Windows Server 2008 64 bit

Cancel
Windows Server 2003 32 bit
_ V\rindov.‘s Sewer 2003 64 blt

High priority: Once itis selected, resources will be preferentially allocated to virtual machine
if overall resources are inadequate.
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Create New Virtual Machine %

Name:

4{. Group: Default Group -

gt
Z Tag: Select E

HA: Migrate VM to another node if the node fails HA Settings
Datastore: VirualDatastore1 -
Storage Policy: 2_replica - G.)
Run Location: =Auto= -
Guest OS: Select which type of OS5 to install... -

High Priority: Guarantee resources for VIV operation and recovery {E} |

Configuration Advanced

Standard: ow g @z I

Processor 8 core(s)

1

- lemory 16 GB Virtual Sockets: 1 -

= Disk 1 120 GB Cores Per Socket: 8 -

Configuration: It allows you to configure hardware resources, such as Processor, Memory,
Disk, CD/DVD and NIC, etc. Configuration falls into Low configuration, Typical
configuration and High configuration. If the current configuration fails to meet business
requirements, you can configure the corresponding hardware resource as required, as shown
below:
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Create New Virtual Machine %

Datastore: VirualDatastore1 -
Storage Policy: 2_replica - G)
Run Location: =Auto= -
Guest 05: Select which type of OS to install... -

High Priority: Guarantee resources for VM operation and recovery .

Configuration I Advanced

Standard: ~ Low - High Cores: g

Frocessor & core(s)

. [Memory 16 GB Virtual Sockets: 1 -

= Disk 1 120 GB Cores Per Socket: 8 -

© cD/ovD 1 None
Enable NUMA Scheduler (1)

mm cth0 Connected To: edge2 —
Use CPU from host (this can be edited only when VM is shut down) (1)
Para-virtualized clock (this can be edited only when VM iz shut down) 'fz}
“ Other Hardware Enable CPU hot add (this can be edited only when VM is shut down)

Guest 0Ses Supported (1)
G) Add Hardware v -

e Default Low Configuration: 4 processor, 8 GB memory, 6o GB disk, one CD/DVD,
one NIC.

o Default Typical Configuration: 8 processor, 16 GB memory, 120 GB disk, one
CD/DVD, one NIC.

e Default High Configuration: 16 processor, 32 GB memory, 120 GB disk, one CD/DVD,
one NIC.

Processor: Specifies the number of virtual sockets and cores per socket for the virtual
machine respectively. Once Cores field is configured, Virtual Sockets and Cores Per Socket
fields will be automatically filled with optimum values, so as to achieve best VM performance.
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Configuration Advanced

- Low Typi High

Standard: ypical g Cores:| g

[E] Processor 5 core(s)

= Memory 16 GB Virtual Sockets: 1 -

4= Disk 1 120 GB Cores Per Socket: 8 -

© coovD 1 None

Enable NUMA Scheduler (1)

mw cthD Connected To: edge2
Use CPU from host
Para-virtualized clock

i Other Hardware Enable CPU hot add

Guest 0Ses Supported (1)
G) Add Hardware ¥ B

Enable NUMA Scheduler: Once enabled, memory access and VM performance will be
enhanced. To enable NUMA scheduler for VM, go to System > Advanced Settings to enable
NUMA scheduler first. To project NUMA topology into a virtual machine, make sure that
virtual machine has more than 8 cores and vmTools have been installed.

Use CPU from host: Live migration might be affected because of the tight association
between the virtual machine and the host CPU.

Para-virtualized clock: It is applicable to Windows virtual machines only. It can improve
performance of Windows virtual machines running database but requires the option Use
CPU from host to be enabled.

Enable CPU hot add: Once CPU hot-add is enabled, CPU resources can be hot-added
manually for the virtual machine.

Memory: Specifies the memory size for the virtual machine. The minimum is 1 GB, and the
maximum is 4 TB.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
49



Configuration Advanced

o [eeE -
Standard Memory Size: 16 GE -
Processor & core(s)
- \Memory 16 GB 16 GB
= Digk 1 120 GB o

I I I I ] I I I I I I I I

© coovo 1 Mone SO A A S S S S S A
mm cth0 Connected To: edge2

Enable huge-page memory @

VM performance will be improved if huge-page memory is enabled for specific
applications, but disks will be pre-allocated.
Enable memory hot add (this can be edited only when VM is shut down)

#} Other Hardware Guest OSes Supported (1)

G) Add Hardware ¥

Enable memory hot add: Once memory hot-add is enabled, memory resources can be hot-
added manually for the virtual machine.

Disk: Specifies the disk for the virtual machine.

A

To specify a disk for a virtual machine that is not stored on local storage, make sure the disk
ison a NFS, iSCSI or FC storage that the virtual machine has access to.

Configuration Advanced

; . Vethod: New disk Existing disk Physical disk Shared disk
Standard: - Typical High o 9 Lt
Processor 4 core(s) Digk Capacity- 60 GB
. Memory & GB Allocation: 0 Dynamic provisioning
) Dynamically allocate additional disk space based on demand to enhance
= Disk 1 60 GB disk performance and utilization.
Thin provisioning
© co/iovD 1 Mone

Allocate space based on actual data size as needed, saving space.

- eth0 Pre-allocating

Connected To: edge2 - _ )
Pre-allocate a fixed amount of space. This enhances disk performance
but wastes more storage space.

Support Virtio

It helps to improve disk 10 performance, but some OS versions do not support this
feature. Do not change the default unless necessary. Supported operating systems
are Linux later than 2.6.18 and Windows except Windows 2000. Windows requires
vmTools to be installed.

W& Other Hardware

G) Add Hardware v

Sangfor Technologies

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com |

50

W.: www.sangfor.com



Configuration Advanced

. . . Allocate space based on actual data size as needed, saving space.
Standard: - Typical High Pre-allocating
Pre-allocate a fixed amount of space. This enhances disk performance
Processor 4 core(s) but wastes more storage space.
. Memory 8GB eI Virllo ) _
It helps to improve disk 10 performance, but some OS versions do not support this
- Disk 1 50 GB feature. Do not change the default unless necessary. Supported operating systems
are Linux later than 2.6.18 and Windows except Windows 2000. Windows requires
o CD/OVD 1 None vmTools to be installed.
mm eth0 Connected To: edge2 A Advanced
Storage Policy: 2_replica -
Changing storage policy will only have impacts on this virtual disk but
ﬂ Other Hardware not on other virtual disks used for specific scenarios.

G-) Add Hardware v

New disk: You may choose to create a new disk or use an existing disk. If you'd like to create
a new disk, configure related fields on the following page:

Method: 0 Mew disk Existing disk Physical disk Shared disk

Disk Capacity: &0 GE

Allocation: ) Dynamic provisioning

Dynamically allocate additional disk space based on demand to enhance
disk performance and utilization.
Thin provisioning

Allocate space based on actual data size as needed, saving space.
Pre-allocating

Pre-allocate a fixed amount of space. This enhances disk performance
but wastes more storage space.

Support Virtio

It helps to improve disk |0 performance, but some O3S versions do not support this
feature. Do not change the default unless necessary. Supported operating systems
are Linux later than 2.6.12 and Windows except Windows 2000. Windows requires
vmTools to be installed.

Disk Capacity: Specifies the capacity(GB) of the virtual disk.

Dynamic provisioning :Allocate space based on pre-allocated space and actual demands, to
enhance disk performance and utilization.

Thin Provisioning: Allocate space based on actual data size as needed, saving space.

Pre-allocating: Pre-allocate a fixed amount of space, enhancing disk performance but
wasting more storage Space.
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Support Virtio : It helps to improve Disk |10 performance, but some versions does not
support this feature. Do not change the default unless necessary.

Existing disk: To use an existing disk, select the option Existing disk and then select the
corresponding disk file.

Method: Mew disk 0 Existing disk FPhysical disk Shared disk

Disk File: ||

Physical disk: To use a physical disk, select the option Physical disk and choose a physical
disk which will be mapped to the virtual machine.

Method: New disk Existing disk ) Physical disk Shared disk
Disk LUM Size Type Details
= INTEL ... 0 447 1. Local storage  View
4 Used (1)
£ INTEL . 0 447 1. Local storage  View

Shared disk: To use a shared disk, select the option Shared disk.
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Method: New disk Existing disk Physical disk ) Shared disk

Disk LUMN Size Storage Policy Details
= £ Oracle ... 1 100 GB 3 _replica_hi. .. View
- £ Oracle ... 21 100 GB 3 _replica_hi. .. Wiew
- £ Oracle ... 22 100 GE  3_replica_hi... View
- £ Oracle ... 23 50 GE  3_replica_hi... View
- £ Oracle ... 24 50 GB 3_replica_hi. .. Wiew
- £ Oracle ... 25 50 GB 3_replica_hi. .. View
_ £= Oracle . 26 10GE  3_replica_hi... View

To allow more than one virtual machines mount a same disk, be sure that those virtual
machines support mutex during write operation (such as in Oracle RAC environment), or else,
data on the disk will get damage.

Message X

Please be sure that this virtual machine can share disk with the existing virtual
machine("clbtest") and mount the disk, to create Oracle RAC.
Motes: To allow more than one virtual machines mount a same disk, be sure that those virtual machines support mutex

during write operation (such as in Cracle RAC environment), or else, data on the disk will get damaged.

Type CK (case-insensitive) to confirm operation

Enter CK (case-insensitive) ‘

O'(

CD/DVD 1: Specifies an ISO image file of CD/DVD drive to be used by the virtual machine.
You may also select None, which indicates that the virtual machine does not use CD/DVD
drive.
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Configuration Advanced
Standard:  Low - High CD/DVD Drive:

Nome
O Load IS0 image file

Processor 3 core(s)

= Memory 16 GB

= Disk 1 120 GB m
© CDDVD 1 s Upload from this Local PC

mm eth0 Connected To: edge1

If the option Load ISO image file is selected, you need to select the corresponding ISO image
file. If there is no ISO image file, you may upload an image file to the datastore from local
disk. Click Upload from this Local Disk, select an ISO image file and upload it.

Configuration Advanced

Standard:  Low - High CDIDVD Drive:

Nome
O Load IS0 image file

Processor 2 core(s)

. Memory 16 GB

= Disk 1 120 GB m
o CODVD 1 s IUpIoad from this Local PC

mm eth0 Connected To: edgel

§&) Other Hardware

G) Add Hardware ¥

etho: Specifies what the virtual machine is connected to.

Configuration Advanced

Standard: Low - High Enable

Processor 8 core(s) Connected To: edgel B A
LB 16 GB
S0y Advanced

= Disk 1 120 GB

Adapter Model: Realtek RTL&139 M
© coovo1 None

MAC Address:  FE:FCFE:01:18:00 8]
mm eth0 Connected To: edge

IF Address: Takes effect after vmTools is installed (1)

Guest 0Ses Supported
IPv4 address

ﬂ Other Hardware IPv6 address

G) Add Hardware ¥

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
54



E Frocessor

- [vlermnary
#= Disk 1
= Disk 2
© coovD

s cthD

8 core(s)

G GB

100 GB

120 GB
CD/OYD Drive

Connected To: SwitchD425, IP Address: 1

® Other Hardwares

@ Add Hardware ¥

IP Address: It takes effect after vmTools is installed. |
Guest O5es Support

[, Edit
IPvd Address

IP Address:
Netmask:
Gateway
Preferred DNS
Alternate DNES

IPv6 Address

IP Address:
Prefix Length:
Gateway
Prafarred DNS
Alternate DNS

10.123.123.10
2552852550
10.123.1231
8.8.8.8

2001: dbi3:85a3: 8220 370:7334
64
2001:dbi3:B5a3::Ga2e:570:7335

Enabled: If it is selected, it indicates that the specified virtual network adapter is enabled.

Connected To: Specifies an edge or a virtual switch to be connected to the virtual machine.

Adapter Model: Specifies the adapter model: Realtek RTL8139 or Intel E1000.

MAC Address: It can be automatically generated or manually specified. MAC address
examples: 00-11-22-33-44-55, 00:11:22:33:44:55.

Support IPv4 and IPv6 address: Support IPv4 and IPv6 address: It can set IPv4 and IPv6
addresses on the network card. It only supports certain Guest OS and required to install the
VM tools as well.
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Other Hardwares: Includes Graphics Adapter, Mouse Type and BIOS Option.

Configuration Advanced

Built-in Graphics: QXL graphics adapter - (0

Standard: Low Typical High
[&] Processor 4 core(s) Mouse Type: O Uuse Ps2(1)
. Memory 8 GB
Keyboard Type: W -
- Disk 1 50 GB eyboard Type QWERTY(USA)
© cDDVD 1 None _
BIOS Option: O SeaBlIOS UEFI ()
m cth0 Connected To: edge2 Specified
& Other Hardware Upload BIOS File from Local PC
@ Add Hardware ¥ BIOS POST Time: 0 second(s)

Built-in Graphics: Options are Standard VGA graphics adapter, VMWare compatible
graphics adapter, QXL graphics adapter and Cirrus graphics adapter. Graphics adapter has
close relation with desktop display. If selected graphics adapter is not supported by guest OS
or display error exists, try another type of graphics adapter.

Mouse Type: Options are USB and PS2.

Keyboard Type: QWERTY (USA) and QERTY (Italy).

A

This is not recommended unless the virtual mouse does not work properly or USB mouse
refuses to work for some reason. It takes effect after the console is re-opened. Mouse type
can be changed to PS2 if USB mouse refuses to work for some reason.

BIOS Option: Options are SeaBIOS, UEFI BIOS and Custom. You can also specify BIOS
POST Time.

To add more hardwares, click Add Hardware. Then, you can add disk, CD/DVD, serial port,
NIC and USB as per your need.
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Configuration Advanced

Standard: - Typical High
E Processor 4 core(s)
. Memory 3 GB

Disk

CD/DVD

Serial Port

NIC

USB

G) Add Hardware ¥

Built-in Graphics: QXL graphics adapter > (D
Mouse Type: O use Ps2(1)
Keyboard Type: QWERTY({USA) e
BIOS Option: O SeaBIOS UEFI .
Specified
Browse

Upload BIOS File from Local PC

BIOS POST Time: 0 second(s)

For example, click Add Hardware and select Disk. Then, disk 2 will be added to the
configuration (as shown in following figure). You can add that disk by creating a new disk or

X

using an existing disk. To delete a disk, click on this . icon.

Configuration Advanced

Standard: - Typical High

E Processor 4 core(s)
. Memory 3 GB
- Digk 1 60 GB
= Digk 2 120 GB

© comovo 1 None

mm eth0 Connected To: edge2

%4 Other Hardware

@ Add Hardware ¥

On the Advanced tab, you can
Debugging.

Sangfor Technologies

Method: O MNew disk Existing disk Physical disk Shared disk

Disk Capacity: 120 GB

Allocation: o Dynamic provisioning

Thin provisioning

Allocate space based on aclual dala siZe as needed, saving space

Pre-allocating

configure more, such as Boot Order, Lifecycle, Others and
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Configuration Advanced
Boot Order: nDisk1 - CDJD'\.-’D - None - O

Lifecycle: O Immortal Expiration Date f
Hostname: © Default hostname Specified Guest OSes Supported (1)
Others: Power on at node startup

Reboot if fault occurs (due to crash, blue screen, etc., requires vimTools installed

Enable UUID generator (auto generate ULID) (1)

Enable disk encryption (1)

¥ Debugging

Boot Order: Specifies the boot order for the virtual machine. You can choose an item (disk or
CD/DVD) from the pull-down list.

Configuration Advanced

Boot Order: l CD/DVD M None A0
Lifecycle: O | Expiration Date -fT
Hostname: (o] Specified Guest OSes Supported (1)
Others:
c., requires vmTools installed

Enable UUID generator (&

Enable disk encryption (1)
¥ Debugging

Lifecycle: Specifies virtual machine’s lifecycle. It can be immortal or a specified expiration
date. A powered-on virtual machine will occupy CPU and memory resources if it has not been
used for a long period of time, while a powered-off virtual machine will occupy disk space if
it has not been used for a long period of time. You can specify Expiration Date for Lifecycle
so that you may delete the expired virtual machine when the end of its lifecycle is reached.
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Configuration Advanced

Boot Order: - Disk 1 - CoD/OVD - n Mone -

Lifecycle: Immortal |0Expiration Datel 2021-01-12 ﬁ| ©
Hostname: Default hostname Specified

° «  2021-Jan )
Others: Power on at node startup

Sun Mon Tue Wed Thu Fri Sat

Reboot if fault occurs (due to crash, blue
Enable UUID generator (= ge
Enable disk encryption () 3 4 5 I3 7 8 9

10 11 [F 13 14 15 16
17 18 19 20 21 22 23
24 25 26 27 28 29 30

:

¥ Debugging

Others includes the following options:

Power on at node startup: Once it is selected, virtual machine will be automatically
powered on once the node starts up.

Reboot if fault occurs: Once it is selected, virtual machine will be automatically
restarted in case of stuck, blue screen. To make thhis option take effect, vmTools should
be installed.

Enable UUID generator: Every time UUID generator is enabled, a new UUID will be
generated. Universally Unique Identifier, UUID in short, is an identifier of a virtual
machine. Certain software running on the VM need the UUID to work properly. Please
do not change this at will, since changes of UUID may cause some functionalities to be
invalid. You may choose to re-generate UUID for the new virtual machine while cloning
virtual machine or deploying virtual machine from a template.

To show more options, click on Debugging and you will see the following options:
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Configuration Advanced
Boot Order: - Disk 1 v n CD/DVD v E None v

Lifecycle: O Immortal Expiration Date
Hostname: © Default hostname Specified Guest OSes Supported (1)
Others: Power on at node startup

Reboot if fault occurs vmTools

Enable UUID generator
Enable disk encryption (1)

£ Debugging

4 Memory reclaiming

Support Virtio (1)

Filter page files O]
Disable Pause-Loop Exiting (1)

Disable kvmclock (1)

Enable memory reclaiming: Once it is enabled, free memory of idle virtual machines will be
detected and reclaimed for other virtual machines.

Support Virtio: Once it is enabled, all disks associated with this virtual machine will support
Virtio, to improve |0 performance, but some software versions do not support this feature.
Please do not change the default setting unless necessary.

Filter page files: Once it is enabled, it helps to save backup storage and time. Page files will
not be filtered when a virtual machine is backed up during powered-off status. It takes effect
after vmTools are installed. This debugging option is for Windows system only.

Disable Pause-Loop Exiting: Once it is selected, Pause-Loop Exiting will be disabled. Select
this option to avoid VM EXIT caused by PAUSE instruction of VM, which improves adaptive
spinning performance of multi-core VM (more than 16 cores) to some extend but requires
extra costs of physical CPU. The default is recommended unless otherwise required.

Disable kvmclock: Once it is selected, kvmclock will be disabled. On Linux kernel 2.6.32 or
earlier version, you may disable kvmclock to improve system stability.

2.2.1.3 Cloning Virtual Machine

Cloning virtual machine means duplicating a virtual machine, which applies to virtual
machines that can be used as sources for new virtual machines. The cloned resources will not
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affect source virtual machines.

To clone a virtual machine, click New in Compute and select Clone VM on the Create New
Virtual Machine page to enter the following page. On that page, select a virtual machine
that you want to clone.

-

% view by Node ~ 2R Panel O Refresh ® New New Group == Select |=Sort v «s+More

;
-

=] @ Virtual Machine (0)

»
,%;' Sangfor HCI Networking Storage Nodes Reliability System

) 192.168.20.36 (0)

I 192.168.20.37 (0)

il DefaultGroup (0)

Create New Virtual Machine %

Choose a way to create a new virtual machine.

.1.: Create New Virtual Machine Create Standalone Cracle Database

.Ai Create a new virtual machine from an IS0 image file.

Use the wizard to create a new standalone Cracle database

Clone VM Create Oracle RAC Database (cluster)
2

ot Clone an existing virtual machine. Use the wizard to create an Oracle RAC database

Import Virtual Machine Create SQL Server

({

. Import a new virtual machine from a local file on this PC. Use the wizard to create a new SOL Server.
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Select Virtual Machine %

o Select Virtual Machine o Ready to Complete

%= Expand All [= Collapse All Group - I Name QI

VM Name Group Run Location
&
.
.. ¥+ centos7-template_Demo clust... Linux Training Node-3
E‘.’f centos7-template_Demo clust... Linux Training Mode-1
.. ¥ centos7-template_Demo clust... Linux Training Node-1
3{* centos7-template_Demo clust... Linux Training Mode-1
.. <= centos7-template_Demo clust... Linux Training MNode-1
.. 3 centos7-template_Demo clust... Linux Training Node-1
y} centos7-template_Demo clust... Linux Training Mode-1

A

e A powered-off virtual machine cannot be cloned.
e Avirtual machine being migrated or being cloned cannot be cloned.

e Backup task will be canceled if the clone operation is performed against a virtual machine
which is being backed up.

e Guest operating system settings of a cloned virtual machine remain the same as that of
the source virtual machine, exclusive of MAC address. Thus, IP address of one of the two
virtual machines should be modified, otherwise, it may result in IP address conflict.

Cloning a virtual machine creates a duplicate of a virtual machine, including VM
configurations and disk files, On the following page, you can customize parameters of a clone.
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Clone Virtual Machine %

Q Select Virtual Machine e Ready to Complete

Mame: centos7-template_Demo cluster_93d4077e0003_Clone

.:4 Mumber of Clones: 1 Clone Name(s): centos7-template_Demo cluster_93d4077e0003. .

.A. Description:
Group: Linwx Training -
Clone Type: Instant Full Clone (recommended) > || '
Fower on clone at creation

HA: Migrate to another node if the node fails ~ HA Settings (1)
Datastore: VirtualDatastore1 -

Storage Policy:
Run Location: =Auto= -
Hostname: Optional Guest 0Ses Supported (1)

Metwork Connection: Enable NIC of cloned VM (1)

MIC: eth To: -+= Metwork Settings

To clone a virtual machine, you need to specify the following parameters for the clone: Name,
VM number, Description, Clone Type, Group, HA, datastore, Storage Policy, Run on Node,
Hostname, Network Connection, and NIC. To have the cloned virtual machine powered on
upon creation, select the option Power on virtual machine at creation.

There are three types of cloning available starting from version 6.0.1:
a. Instant Full Clone

Description: Instantly clone the selected virtual machine as a new independent
virtual machine. Instant full clone is the default clone option for 3 nodes and above
which recommended to be use.

Features:

1. Cloning process can be complete in short time.
Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
63



s 0

@

2. The disk file of the clone VM is independent to the original VM
3. Performance will not affected after cloning completed.

Requirement: Required 3 nodes and above to support. The datastore of both source
virtual machine and cloned virtual machine must be in virtual storage.

Linked Clone

Description: Clone the virtual machine by linking the disk file to the original virtual
machine. This method is recommended to be use during development and testing
phase while the performance is not the essential point.

Features:
1. Cloning process can be complete in short time.

2. Thedisk file of the clone VM is dependent to the original VM and storage
occupation can be reduced.
3. Performance might be slightly affected after cloning completed.

Requirement: Required 3 nodes and above to support. The datastore of both source
virtual machine and cloned virtual machine must be in virtual storage.

Full Clone

Description: Perform full clone of the selected virtual machine and create a new
independent virtual machine.

Features:
1. The disk file of the clone VM is independent to the original VM.

2. Datastore of the source and cloned vm can be external storage.

The following factors will affect efficiency of clone task: amount of the source virtual
machine data and performance of the server where Sangfor HCl software is installed.

2.2.1.4 Importing Virtual Machine
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The following types of VM files can be imported onto Sangfor HCI platform: OVA files
exported from VMware virtualization platform, VMA files exported from other Sangfor HCI
platforms.

To import a virtual machine file, click New in Compute, select Import Virtual Machine on
the Create New Virtual Machine page to enter the following page.

»
,%}. Sangfor HCI Networking Storage Nodes Reliability System
1)

2 g View by Node ~ 2 Panel O Refresh ® New New Group == Select {=Sort ~ *+*More

o

E] @ Virtual Machine (0)

) 192.168.20.36 (0)

) 192.168.20.37 (0)

il DefaultGroup (0)

Create New Virtual Machine %

Choose a way to create a new virtual machine.

.1& Create New Virtual Machine Create Standalone Oracle Database

A Create a new virtual machine from an 150 image file. Use the wizard to create a new standalone Oracle databasze

Clone VM Create Oracle RAC Database (cluster)
e

Ly Clone an existing virtual machine Use the wizard to create an Oracle RAC database

Create SQL Server

W Import Virtual Machine

Import a new virtual machine from a local file on this PC.

i

Use the wizard to create a new SQL Server.
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File Type: OWVA or VMA

To use a vhd, vhdx or gcow?2 image file, choose Existing disk and then select
that image file when configuring disk for virtual machine.

VM Image Files:

Group: Default Group

HA: +| Migrate to another node if the node fa

Datastore: VirtualDatastore1

Storage Policy: 2_replica

Run Location: =Auto=

0s: Default

Import

On the above page, select an OVA or VMA file from local disk, specify Group, HA, Datastore,
Run on Node and OS, then click Import.
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S

Uploading file centos_import_1.vma. Please do not close this page.
12%
Total Size: 486.3 MB.Progress: 59.8 MB, Upload Speed: 8.31 MB/s, Time Taken: 7 seconds, Time Remaining: 51 seconds

Cancel

A

e Ifanovafile of a Windows based virtual machine is imported, USB mouse driver needs to
be updated and you will be prompted to install that driver.

e If an ova file of a Linux based virtual machine is imported, you need to configure IP
address for NIC.

e After the ova file is imported, the virtual machine will be automatically created. The
Import Virtual Machine File page can be closed while the virtual machine is being created.

2.2.1.5 Adding New Group

In Compute, you can add a new group by clicking New Group. On the New Group page, as
shown below, you need to specify a name for the new group.

‘Sf‘:‘ Sangfor HCle Networking Storage Nodes REEY System

Sangfor HCI VMware vCenter

4 o View by Datastore v = List ORefresn @New [FINewGroup | B Poweron Ml ShutDown  s==More
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New Group %

Location: Virtual Machine v

Group Mame: | ‘

2.2.1.6 Sorting Virtual Machines

Virtual machines can be sorted by Name, CPU Usage, Memory Usage, Disk Usage in Panel
View.

While for the List View, you can sort the virtual machines with any option.

3 o
."3:. Sangfor HClez

Networking Reliability

Cireiesn (Dtew  newcroup =B sciect | {=sont + =-hore Q Advanced ~

Temglate

W

entos7-template_Demo clu

CPU Usage
Memary Usage

Disk Usage

-8 View by Datastore - CyRetiesh (DNew  [FNewGroup B Poweron Bl ShutDown  ++

[sms VA Name P Agwsss Graup P Lsage emary Ussge Dk Usage

oo

192.168.20 52 Linux Training ' % - 2% 1 £

template

To sort virtual machines by name, select Sort > Name in Compute. You may click on the
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arrow-to sort VMs in ascending or descending order.

J=Sortw | sespiore

Mame
CPU L

WErmnar

To sort virtual machines by CPU usage, select Sort > CPU Usage in Compute. By clicking on
that arrow, virtual machines can be sorted based on CPU usage in ascending order or
descending order. The following figure shows that the virtual machines are sorted by CPU
usage in a descending order.

J E Sortw | s==hore

Mame

CPUU

Mernor
L4 [nlk

..%.
| B

Windowes Server 2012 R2 E.. Windows Server 2019 5C kaizhi_win_serer Sangfor_aCMP_G.0
CPUUsage 100% CPU Usage 100% CPU Usage TT% CPU Usage 4T%

Memory Usage 45% memory Usage 45% Memaory Usage memary Usage

Digk Usage 33% Digk Usage 458% Digk Usage Digk Usage

To sort virtual machines by memory usage, select Sort > Memory Usage in Compute. By
clicking on that arrow, virtual machines can be sorted by memory usage in ascending or
descending order. The following figure shows that the virtual machines are sorted by
memory usage in a descending order.
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HEE

L P4 L Ve L Ve
;...‘. ....‘. ....".
LR L B oh

ChuasDSerer WARC_ST

CPU Usage 6%

Yong_ WinSererZ012 Intern_BR_WANO_acmp-25259)

CPU Usage CPU Usage 0% CPLU Usage 4%

memory Usage Memoaory Usage mMemary Usage hMemory Usage 6%

Disk Usage Disk Usage Disk Usage Disk Usage 3%

To sort virtual machines by disk usage, select Sort > Disk Usage in Compute. By clicking on
that arrow, virtual machines can be sorted by disk usage in ascending or descending order.
The following figure shows that the virtual machines are sorted by disk usage in a descending
order.

== Parel 2efres New Group = Select J=sartv | eeehare
Mame
e

..t.
[ B

e
....‘.
[ B

e
..t.
[ B

Yuan PC Calvin_\inT EDR_SERVER_acmp-072h... winf-Jimy_Clone

CPU Usage CPU Usage CPLU Usage 1% CPU Usage 0%
Memaory Usage Memory Usage 14% Memory Usage 16% Memory Usage 12%
Disk Usage Disk Usage Disk Usage

Disk Usage G0%

2.2.1.7 Batch Operation

Administrator can perform the following operations against multiple virtual machines:
Power On, Suspend, Shut Down, Power Off, Reset, Move, Edit, Add New Tag, Remove
Tag, Take Snapshot, Delete, Migrate, Migrate Across Cluesters, and Migrate to Vmware
vCenter.
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22 Pare | Refresh New New Group | = Select Sort v More

[> Poweron [ Suspend [ ShutDown (!) PowerOff <) Reset [Z Edit [ Move | ... More v

Add New Tag

4 VM(s) selected in the current page, Deselect Al
Remove Tag
:fj o 0 0 Take Snapshot
Delete
L e e Migrate
- ;‘.. ‘ ;‘.. “ Migrate Across Clusters

Migrate to VMware vCenter

Off Off Off off

Power On -To power on virtual machines(s), select one or more than one virtual machines
and then and click on Power On.

Suspend -To suspend virtual machines(s), select one or more than one virtual machines and
then and click on Suspend.

Shut Down -To shut down virtual machine(s), select one or more virtual machines and then
click on Shut Down.

Power Off - To power off virtual machine(s), select one or more virtual machines and then
click on Power Off.

Reset -To restart virtual machine(s), select one or more virtual machines and then click on
Reset.

Move -To move virtual machine(s) to a specific group, select one or more virtual machines
and then click on Move.

Move x

Select group:  Finance v
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Edit -To edit virtual machines(s), select one or more than one virtual machines and then click
on Edit.

Edit Virtual Machines
Edit

CPU
Virtual Sockets:

Cores Per Socket:
Memaory

Memaory Size: GB
Other Hardware

Keyboard Type:

Add
Disk

Size: GB

Allocation: Dynamic provisioning

Dynamically allocate space based on pre-allocated space and actua
demands, which may enhance disk performance and utilization
Pre-allocation

Pre-provision a fixed amount of space, which may enhance disk
performance but waste space.
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MIC
Adapter Model:

Connected to Switch:

Others

Change VM icon

Change reboot mode

Power on VM at host startup
Change priorty

High priority
Change lifecycle

Unlimited = Expiry date

Delete - To delete virtual machines(s), select one or more than one virtual machines and then
click on Delete. Virtual machines will go to Recycle Bin after being deleted and can be
recovered within 30 days. To delete virtual machine(s) permanently, select the option Delete
the data completely and never restore them. Thus, configuration files and disk files of
virtual machines will be deleted completely and cannot be restored any more.
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Delete Virtual Machine %

Are you sure you want to delete
centos7-template_Demo cluster 9. 2

The virtual machine will go to Recycle Bin and can be restored
within 30 days from Recycle Bin before being permanently
deleted

Add Tag -To add new tags to virtual machine(s), choose one or more than one virtual
machines and select Add Tag. You can choose the existing tags or add new tags for those
virtual machines. To remove tags of virtual machine(s), choose one or more than one virtual
machines and select Remove Tag.

T f -~ = .
== Panel Refresh New New Group == Select Sort ~ More

> PowerOn [l Suspend [J] ShutDown () PowerOff <) Reset [& Edit [ Move | ... More ~

Add New Tag

Remove Tag

Take Snapshot

Delete

Migrate

Migrate Across Clusters
Migrate to VMware vCenter

CPU Usage 5%
Memory Usage 32%

Off Off Off Off
Dick Usage 3%
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Add Tag X

Add Tag

Added/Selected Tags: (0)

Mo tag has been added or selected

Ll

1]
(1]

Select Tags:

PC Deskiop PFOC 5

[<r]

Take Snapshot — To take a snapshot according to the VM, choose one or more than one
virtual machines and select Take Snapshot.

Take Snapshot X

Selected VMis): 3

Mame: 2021-01-12_23-40-33

This name will be applied to all snapshot files of the selected
virtual machines.

Description:

Migrate — To migrate the VM, choose one or more than one virtual machinese and select
Migrate.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
75



Migrate VIMs %

o Specify Dst Location o Specify Storage Policy

(@ For CDP-enabled Vs, CDP will stop during migration and start upon migration completion.

Virtual Machines Destination Location

Virtual M...  Datastore  RunlLoc.. Status Datastore: VirtualDatastored -

centos7-t. . VirtualDa. . =Prefert. 'DF'OW---
Fun Location: =Auto= -

centos7-t.. VinualDa.. <Prefert. . () OFf

centos7-t... VirfualDa.. =Prefert.. () OfFf

Power on virtual machine when migration is complete

Migrate VIM %

o Specify Dst Location o Specify Storage Policy

VM Mame Storage Policy
cenios7-template_Demo cluster_93d4077e0008
centos7-template_Demo cluster_93d4077e0001

centos7-template_Demo cluster_93d4077e0007
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Migrate Across Cluster - To migrate the VM across cluster , choose one or more than one
virtual machinese and select Migrate Across Cluster.

Migrate Across Clusters x

o Cluster o Destination Location o Specify Storage Policy

Cluster IP: Cluster IP address or cluster controller IP address

Password: admin password

Migrate Across Clusters x

o Cluster o Destination Location o Specify Storage Policy

Current Cluster (192.168.20.2) Destination Cluster (192.200.19.20)

Selected Datastore  Run Lo... Status Group: Default Group 4
centos. . Virtual... =Prefer.. (@ Po..
Datastore: VirtualDatastore1 -
centos... Virtual... <Prefer... ) Off
centos. . Virtual... =Prefer . ) Off Run Location: D
Connected To: E‘

© Migrate VM to another node when host resources

are inadequate.

Power on virtual machine when migration is complete

Max migration speed per VM MBis
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Migrate VIM

o Cluster o Destination Location o Specify Storage Policy

VM Name Storage Policy

centos7-template_Demo cluster_93d407720006 2_replica v
centos7-template_Demo cluster_93d4077e0001 2_replica -
centos7-template_Demo cluster_93d407720007 2_replica v

Migrate to VMware VCenter - To migrate the VM to VMware VCenter, choose one or more
than one virtual machinese and select Migrate to Vmware VCenter.

Migrate Virtual Machines from SANGFOR aCloud platform to Whkiware wCenter %

Current Location OR aCloud Destination Location:
Selected Status vCenter veenter v
Alarm .
5_NAS2 Group: weenter/CTI ESl/Discovered v v
Yong_WinServer2012 © Fowered On
Datastore: datastoral v

Runon Mode: yeenter/CTI ESHAE2.20019.2 »

[ Auto shut down the migrated virtual machine in SANGFOR aCloud to complete migration
This will have the virtual machine power off autamatically before migration completes to have the new changes synced to the destina
tion location. Ifyou do notwant the vinual machine to power off at unexpected time and interrupt the services being offered via that virt
ual machine, do not selectthis option. You may power off the virtual machine manuallywhen migration completes.

EAUID power on the virtual machine in Yiware vCenter upon migration completion

If a virtual machine is chosen, the color of the icon at the upper left corner of the
corresponding card will turn to green from gray.
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1] [ -~ = o
B8 Parel Refresh New New Group == Select Sort v More

> PowerOn [[] Suspend [ ShutDown (!) PowerOff {0 Reset [£ Edit [= Move

» » » »
- ‘._.. - ",. - ",. - ‘._..
LR LB L R L B
CPU Usage 5%
Memory Usage 32%
Off Off Off Off
Dizk Usage 3%

If a virtual machine is being powered on, suspended or shut down, there will be the
corresponding information displayed on the panel. For example, Suspending, as shown in
the following figure, shows that the virtual machine is being suspended.

8 ¢
- sag® @
L]

Cheneyredhat

Suspending...

To exit from selecting the virtual machines, click on the Exit button on the upper right corner.
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2.2.1.8 Deploying Oracle/SQL Server

2.2.1.8.1 Creating Standalone Oracle Database

To create a standalone Oracle database, follow the steps described below:

1. GotoCompute, click New and then select Create Standalone Oracle Database on the
Create New Virtual Machine page.

2. Create virtual machine. For how to create a virtual machine, see the 2.2.1.2 Creating
Virtual Machine section.

\irtual Machine = Create Wit

o Create VM e Install Guest 0S o Allocate Disk o Finish

Marme:

Datastore: 1SCEl hd
Run on Mode: <Autor v
Guest 05 Select which type of 05 to install... v
Processar: 2 %8 cores

Mermory: 64 5B

Edit %M Configurations

Name: Specifies a distinguishable name for the virtual machine.

Datastore: Specifies a datastore to store virtual machine. HA is configurable only when
a shared datastore is selected.

Run on Node: Specifies the node to run the virtual machine.

Guest OS: Specifies an operating system for the virtual machine. The following types of
guest OSes are supported: Windows, Linux, Sangfor and others.

Processor: Specifies the number of virtual sockets and cores per socket for the virtual
machine respectively.

Memory: Specifies the memory size for the virtual machine. The minimum is 512 MB,
and the maximum is 1TB.

3. Install guest OS.
After VM name and guest OS are specified, click Next to install OS. If the image file of a
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specified guest OS has not been uploaded to Sangfor HCI platform, you may upload it in the
same way of uploading an ISO image introduced in the 2.2.1.2 Creating Virtual Machine
section.

After guest OS is installed, vmTools must be installed before you go to next step.

Virtual Machine > Create VM

o Create VM o nstall Guest 03 3 | Allocate Disk 4 | Finish

[> Start (=) CDDVD Drive v [& Edit

‘The virtual machine has not installed operating system. Follow the instructions to install guest OS.

Install from IS0 Image

®

Install from USE Device

Q Create Vi e Install Guest 05 o Allocate Disk o Finish

[J shut Down (% CD/DVD Drive v [ Edit

Installer boot menu

Install

Command-1ine install
Advanced options
Help

4. Configure use of disk.

In this step, you need to configure log and quorum disks. More specifically, specify Disk
Name, Total Number, Size of Each Disk on the following page.
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Wirtual Maching =

Q Create VM o Install Guest 05 o Allocate Disk ° Finish

Disk Planning

Disks Size of Disk (GB)
Laon Disk: 3 a0
Data disk: 3 100

Log Disk: It is used to store Oracle database logs.

Data Disk: It is used to store Oracle database data.

5. Afteryou have configured standalone Oracle database, you may download deployment
guide by clicking Download Deployment Guide in the following figure.

©

Congratulations!

You have completed configuration of Standalone Oracle Database hardware and operating system.

Enter console of WM (test2)

2.2.1.8.2 Creating Oracle RAC Database (cluster)

To create Oracle RAC database(cluster), follow the steps described below:

1. Goto Compute, click New and then select Create Oracle RAC Database on the Create
New Virtual Machine page.
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2. Select disk type.

Each node in Oracle RAC needs to be configured a public IP address, a virtual IP address

and a private IP address at least, and a cluster has a public IP address. Address allocation
and network deployment is shown below:

>

nodel
172.200.200.191

nodel-private nodel-vip
10.200.200.191 ‘ 172.200.200.181
, OracleRAC_1
scan-ip ‘
172.200.200.190
Oracle_Private
node2
node2-private ‘
10.200.200.192 172.200.200.192

OracleRAC_2 node2-vip
172.200.200.182

First, select a type of disk to store VM data: Shared Disks, External iSCSI Disk, FC Disk.

@ seiectoiscType —— (2) CreateVM —— (3) Install GuestOS —— (4) Create Shared Disk —— (5 ) Allocate Shared Disk —— (6 ) Clone VM —— (7 ) Finish

P Choose which type of disks to store the VM data.

Shared Disks External iSCSI Disk FC disk

iSCSI Server. FC Server:
Virtual disk created on this HCI
platform v v
Model/Vendor: -
() ltis currently unavailable, as disk sharing in () NoiSCSI disk is available? New iSCSI Server Q) No FC disk is found? Connect an FC Disk
Oracle RAC requires af least 3 nodes. or Scan for Disks

3. Create virtual machine.

See the 2.2.1.2 Creating Virtual Machine section for how to configure virtual machine.
Note that datastore must correspond to the type of disk you have chosen in the previous
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@

step.
Install guest OS.

After VM name and guest OS are specified, click Next to install OS. If the image file of a
specified guest OS has not been uploaded to Sangfor HCI platform, you may upload it in
the same way of uploading an ISO image introduced in the 2.2.1.2 Creating Virtual
Machine section.

After guest OS is installed, vmTools must be installed before you go to next step.

5.

8.

Checking dependencies in packages selected for installation

Please select any additional repositories that you want to use for software installation.
] High Availability

] Load Balancer

¥] Red Hat Enterprise Linux

P T VT TP

)

| = Add additional software repositories | | = Modify repository

‘You can further customize the software selection now, or after install via the software
management application.

@ Customize |ater ) Customize now

| 4mBack | ‘ *L@xt ‘

Create shared disk.

In this step, you need to configure log, quorum and data disks. More specifically, specify
Disk Name, Total Number, Size of Each Disk.

Log Disk: It is used to store Oracle database logs.

Data Disk: It is used to store Oracle database data.
Quorum Disk: It is used to provide quorum service.
Allocate shared disks.

After shared disks are configured, you may allocate them.
Clone virtual machine.

Here, you may specify VM name, description and the number of virtual machines to be
created.

Click OK to save the settings.

Creating SQL Server
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To create SQL server, do as follows:

1. Select SQL Server AlwaysOn, as shown below:

Choose what SOL server you want to create:

{
o

Standalone SGL Server SQL Server AlwaysOn

= Create a standalone SQL server = Each clustered SQL server is

running on & different node and
designated a different non-shared
dizk.

= Logs are synced from primary to
secondary SQL server to improve
read performance.

= Supported SQL server versions are
2012 and later.

) If virtual storage is involved, the clu P H
should have st least three nodes. supel

2. Select disk type.

Active Active
Secondary - Secondary -

On the two nodes in an AlwaysOn availability group that host two SQL servers, the network
adapter name and use should be the same. For example, both the etho ports on the two
nodes are business interfaces and both the eth1 ports are heartbeat interfaces.

3. Create virtual machine

See 2.2.1.2 Creating Virtual Machine section for how to configure virtual machine.
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o Create vM o Install Guest 05

Marne:

Datastore:

Guest O5:
Frocessor:

Memory:

4. Install guest OS.

Run an Mode:

o Clone VM ° Allocate Disk o Configure Scheduling Policy

testl

ISCSI

<Auto>

Windows Server 2016 64 bit

23X 8 cores

2GB

After VM name and guest OS are specified, click Next to install OS. If the image file of a
specified guest OS has not been uploaded to Sangfor HCI platform, you may upload it in the
same way of uploading an ISO image introduced in the Creating Virtual Machine section.

L

1%

After guest OS is installed, vmTools must be installed before you go to next step.

Virtual Machine > Create VM

o Create VM o Install Guest 0S ('3) Clone vm (4 Allocate Disk (5 Finish

[> start C DVD Drive v [# Edit

The virtual machine has not installed operating system_ Follow the instructions to install guest 0S._

Install from 1SO Image

2

Install from USB Device

A

Install Now

Install Now

Install Now

Install Now

Install Now

Install Now

Install Nowr

e After guest OSisinstalled, firewall must be disabled.

e Asfor database, SQL Server 2012 Enterprise SP1 is recommended(SQL Server 2012 and
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later versions are also supported). As for operating system, Windows Server 2012 R2
Datacenter is recommended(Windows Server 2008 R2 and later versions are also
supported).

5.  Clone virtual machine.

After one SQL server AlwaysOn virtual machine is created, you may create other virtual
machines by cloning the previous one so as to enhance deployment efficiency and to
ensure that the configurations of all SQL server AlwaysOn virtual machines are exactly
the same.

As for number of cloned SQL Server AlwaysOn nodes, enter the number directly. For
example, to create two SQL server AlwaysOn virtual machines, enter 2.

Virtual Machine > Create WM

& createvt — @ install Guest0s — (§J) Clone v — (4)) Allocate Disk —— (5) Finish

Name sangfortest1_clone
Description
bz
SQL Server
AlwaysOn Cluster
WM(s) 2

VM Name: sangfortest1, sangfortest1_clone

6. Allocate disks.

Allocate disks by specifying number of log disks, data disks and database root disks and
size of.each disk respectively.
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0 Create VM 0 Install Guest 0§ 0 Clone VM o Allocate Disk 5 ) Finish

Disk Planning

Disk Disks Size of Each Disk(GB)  Eventual Disk Name(s)
Log Disk: sangfortes_Log Disk 3 100 sangfortes_Log Disk_1~sangfortes_Log Disk_3
Data disk: sangfortes_Data disk 3 80 sangfortes_Data disk_1~sangfortes_Data disk_3
Database
Root Disk: sangfortes_Database Root Disk 100 sangfortes_Database Root Disk_1

Log Disk: It is used to store log files of SQL server.
Data Disk: It is used to store data of SQL server.

Quorum Disk: It is used to store logs and data files of system database tempdb.

7. Click OK to save the settings.

After configuration, you may download deployment guide by clicking Download
Deployment Guide.

Q Create VM Q Install Guest OS Q Clone VM Q Allocate Disk e Finish

©

Congratulations!

You have completed configuration of SQL Server AlwaysOn Cluster hardware and operating system.

1. Download Deployment Guide

2. Enter VM console, deploy SQL Server AlwaysOn Cluster according to the instructions in the Deployment Guide

Enter console of VM(sangfortest1_clone)

Enter console of VM(sangfortest1)

Finish
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http://wiki.sangfor.com.cn/images/9/92/Best_Practice_for_SQLServer_AlwaysOn.pdf
http://wiki.sangfor.com.cn/images/9/92/Best_Practice_for_SQLServer_AlwaysOn.pdf

2.2.1.9 Viewing VM Groups

e
In Compute, all VM groups can be expanded or collapsed by clicking on the -
button. To expand or collapse a specific group, click on the 1221 & E button next to that group.

=]
-0 View by Group v~

The number following a group name indicates the number of virtual machines in that group.

B linux-oracle (9)

You can get the following information on virtual machine panel: power status(powered on or
powered off), CPU, memory and disk usage. Blue VM icon indicates virtual machine is
powered on, while gray VM icon indicates virtual machine is powered off.

» » ’ »
&4 4 0
- " ] - 1 ] . v ]
.A. .ﬂu .Au
Elon_test20170216 Peter_test 0 test 20170215

SPU Usage 0% CPU Usage CPU Usage
viemory Usage 15% Memory Usage Memory Usage

Jisk Usage 15% Disk Usage Disk Usage

centos Cheneyredhat
Powered Off Powering On... 0S Is Not Installed

Move the cursor onto VM card and the following buttons will appear on that card, as shown
in the following figure:
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Lo
L

Yong_WinServer?016

> O

Power On Shut Do

For virtual machine details, you may click on VM name to redirect to the Summary page, as
shown below:

‘Compule > (centos7-lemplate_Demo cluster_93d407... Summary Snapshet Backup/CDP Permissions

C' Refresh Console © Power On. Take Snapshot Backup £ Edit wee More

Throughput ~ | CPU | Memory | 10 Speed —

Last 24 Hours | Last Month

cpu Memory Disk

0 = 0 = 0 =

obps

2.1GHz X 2 core(s) Total: 2GB Total: 200 GB
Free: 2 GB Free: 200 GB

22:50 23:00 2310 2320 2330 23:90

Inbound 0 bps  — Outbound 0 bps

VM Name: centosT-template_Demo cluster_93d4077e0008 b [ Processor  Zcorets)

Description Edit = - Memory 208

Group Linux Training | = Diskt 200 GB

Datastore: Node-2:Node-3 © CODVD1  None

Storage Policy 2_replica J—_T) Connected To: edge2
Run Logation <Prefer to run on Node-1-

Current Node:

Scheduling Policy:
Guest 08 Centos
DuID:

L4ID (Hexadesimal)

wmTools Installed  Reinstall  Uninstall

High Priority Disabled

Pauer on at Host Startup Disabled

Memory Reclaiming. Enabled

Boot Order: Disk 1-=CD/DVD

Downtime: s4days

Deployed from Template: centosT-template_Demo cluster_93d4077¢
Disk Encryplion Not encrypted

To perform more operations against virtual machine, click More, as shown below:
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Reseat Suspend

Take Snapshot (1) Power Off

Backup Migrate

Clone Migrate to Viiware vCenter

} Migrate Across Clusters
Edit

Summary
Shut Down

D e

Console More . Maore

BackupfCDP Policy

Snapshots

Backups

Aszign Permissions

If VMware vCenter is not added to Sangfor HCI platform, the option Migrate to VMware
vCenter will not be displayed.

There are the following tabs: Summary, Snapshot, Backup/CDP, Permissions, Tasks and
Alarms, as shown below.

Snapshot Backup/CDP Permissions Tasks Alerts

On the Summary tab, you may perform such operations as Power On, Shut Down, etc., and
view basic information and hardware configurations of virtual machine.
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Compule > (centos7-template_Demo cluster_93d407...

Summary Snapshot Backup/CDP Permissions

C' Refresh Comsole @) Power On Take Snapshot Backup £ Edit

Througnput ~ | cPU | Memory | 10 Speed ~

Memory

0 =

Obps

Total 2 GB
Free: 2 GB

Total 200 GB
Free: 200 GB

2.1 GHz X 2 core(s)

VM Mame centosT-template_Demo cluster_93d4077e0006 ) [F Processor  2corels)

Description Edit wm Memory 288

Group: Linux Training [ = Diskl 200 GB

Datastore: Mode-2 Node-3

o CDDVD1 None

Storage Policy- 2_replica b w0 Connected To: edge2

Run Location: <Prefer te run on Node-1=

To refresh the Summary page, click on Refresh on the upper left corner.

To open virtual machine’s console, click Console on the Summary page, or click on the
Console button on the virtual machine panel to enter the following page.

»
&f‘. Sangfor HCls2 Networking Storage Nodes Reliability System
[ Y

e N T
O]

' Refresh Conzole © FPower On & Take Snapshot Backup # Edit sss More
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00 Suspend [ ShutDown () Power OFf <) Reset (2 CD/DVD Drive ~ [ Edt S MotKeys ~ I Full Screen

10:47

Tuesday, January 12

On the above page, you can perform the following operations: Start, Suspend, Shut Down,
Power Off, Reset, CD/DVD Drive, Edit, Hot Keys, Full Screen, Refresh.

CDIDVD Drive

Hot keys lists combinations of commonly-used keys.

5o Hot Keys v T Full Scres

ED - MO - B

Alt

+

Alt

+

Ctr

El Space

Ctrl e Shift

[ Ctrl]
Win

+

aaa.lﬂﬁ
[

=
+

=
+

& Full Screen . . . .
- Full Screen to have console of the virtual machine displayed in full screen,

click Full Screen. To exit from full screen, you may click Exit.

If the console encounters error, you may click Refresh.
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To power on virtual machine, you may click Power On.

To shut down virtual machine, you may click Shut Down.

To suspend virtual machine, you may click Suspend.

To take snapshot of virtual machine, you may click Take Snapshot.

To back up virtual machine, you may click Backup.

To edit virtual machine, you may click Edit.

On the Summary page, you may perform the following operations by clicking More: Power
Off, Reset, Clone, Migrate, Migrate to VMware vCenter, Migrate Across Clusters, Export,
Repair Disk, Deploy VM, Convert to VM, Convert to template, as shown below:

Power Off
BReset
Clone
Migrate

Migrate to Viviware vCenter

Migrate Across Clusters
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s 0

5

If VMware vCenter is not added to Sangfor HCI platform, the option Migrate to VMware
vCenter will not be displayed.

2.2.1.11 MigratingVM

A virtual machine can be migrated to another node or another datastore.

Migrate VM X

o Select Location Type e Specify Dst Location

ot

Datastore: Datastore: VirtualDatastore1 -
Storage Policy: Storage Policy:
Current Node: Destination Mode:  pjq4a 1 -

Q “irtual machine could gain optimum performance if destination node is in the virtual datastore (VirualDatasiore1).

“ “

Current Location: Displays the current datastore and node of the virtual machine.

Datastore: Indicates the datastore where virtual machines is stored.

Storage Policy: Indicates the number of replication.

Current Node: Indicates the node where virtual machine resides.
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Destination Location: Displays the destination datastore and node.

Destination Node: Indicates the node where virtual machine resides.

Datastore: Indicates the destination datastore. For virtual machines that have been
mounted any physical disk, migration to another datastore is not allowed before the physical
disk is removed.

Which destination datastore can be chosen depends on destination node. If the destination
node is Auto, destination datastore can only be a shared datastore. If the destination node
is specified, destination datastore can only be a local disk on that node, or a shared datastore.

2.2.1.11.1 Migrating Physical Machine

Sangfor Converter is designed for easy and quick migration of physical machines along with
their operating systems and business to virtual machines managed by Sangfor HCl platform.

Migrate Physical Machine with SANGFOR Converter >.<

Introduction

SAMNGFOR Converter lets you quickly and eazily migrate a physical Windows machine along with its operating

gystem and business o a vifual machine controlled by Hyper-Converged Infrastructure

Download SANGFOR Converler onto your local digk, launch the executable file and click on Virtualize this

physical machine.

Download SANGFOR Converter 6.2.0_EN Build 20201116

nyp
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To download Sangfor converter, click Download Sangfor Converter and you will be
redirected to the following page:

s
-1;}0 Sangfor HClo2 Compute Networking Storage Reliability
.
Systom > Tech Suppor! and Donnload Service and Tech Support | I ]
Hyper-Converged Infrastructure Software SANGFOR Converter
‘ Hyper-Converged Infrastructure SANGFOR Converter
Dovnload ISO Image: For Windows-Based Server For LinuxBased Server.
® Download in USA @® Download in USA @® Download in USA
® Download outside USA @® Download outside USA ® Download outside USA

Requirements for physical servers:

CPU: 64bits

Memory: >=2GB

Disk: All supported except for dynamic disks
NICs: >=1

OS: 32-bit or 64-bit Windows XP[7/2003/2008/2012, Linux (Kernel version 2.6.18 and
later)

2.2.1.11.1.1  Converting Windows-based Server toVM

Download and install Sangfor Converter on Windows system, and then launch it. Select
Virtualize this physical machine and click Start Now.
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Sangfor Converter

Sangfor SDDC Conversion Tool

Choose the node on which primary Sangfor SDDC controller
resides

If the node is not found below, enter IP address and password manually.

?Credentials

BE HE O

172.28.121.16 172.28.121.19

Back Next
BN K

On the following page, select Cold migration or Live migration,

tde Sangfor Converter

Sangfor Converter

How would vou like to migrate the physical server?

‘@ Cold migration

The physical server should be powered off before migration, How long dices migration
takes is subject to the data transfer rate and available space of the destination disk.

() Live migration

This converts the physical server to a virtual machine managed via the Sangfor aCloud
controller, During the process, the physical server could be running and available, but will
not sync the new data to the WM, This way of migration is not recornmended for businesses
sensitive to data,

e i

Select a target node. Target nodes on a same subnet as the physical server to be migrated
will be discovered automatically, To migrate physical server to a node which resides on a
different subnet, you need to add that node first by clicking [+] and entering username and
password.
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A

The target node must be reachable from the physical server to be migrated. If there is a
firewall appliance between them,access to that target node from that physical server must
be allowed. Only the cluster controllers residing on a same subnet as a physical server to be
migrated will be discovered.

e Sangfor Converter

& » Sangfor SDDC Conversion Tool

Choose the node on which primary Sangfor SDDC controller
resides

If the node is not found below, enter IP address and password manually.

<BCredentiaIs Q
172.28.121.16 172.28.121.19

Back Naxt
Bl K

Configure the virtual machine to which the physical machine is converted, as shown below:
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2ds Sangfor Converter

Sangfor SDDC Conversion Tool

Virtual Machine

Name: |V|\,11

.: : Datastore: |FC-1_2T
.A. Run on Node: | 172 28 121 19

<

<

w~ Group: | Default Group i
Configuration | Advanced |
Low Processor: 1 core(s])
Typical Memory: 4GB
High Disk: IDED 40 GB

e NETO bridged to 2221

N T

Configure processor and memory according to the need for your business system.

Disk cannot be configured. System will assign disks and disk size according to business
system.

You can add or delete NIC according to the need for your business system, and select a virtual
switch to connect.

After the virtual machine is configured, you will enter the following page to confirm
configurations. Then, click Install.
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J<e Sangfor Converter

Sangfor SDDC Conversion Tool
Confirm
Mame: Migrated_win7 -
Storage: Duatastare_2_copy ]
rorking Location: Mode 1
Group: Dafault Group
Frocessor: & core(s)
Merary: BGE
Disk: IDEOD 200 GB
Drisle: IDEL 200 GB
MIC: METO FastlC bridged to Demo
Enable High Availability: Disabled
Default disk: Dnsk: IDED
Fower on at host startup:  Disabled
High priority: Disabled L
Disk write Caching: Disabled N

After installation of Sangfor Converter completes, you need to select an operation which will
be performed upon migration completion. To see the migration process, login to Web admin
console of Sangfor HCI platform.
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e Sangfor Converter

Sangfor SDDC Conversion Tool

Installation completed

Migration may start after reboot, and progress is available on the
Sangfor SDDC web admin console.

Upon Migration Completion:

® Power off physical machine, power on virtual machine, the latter
picks up the work

(& Keep physical machine powered on, all later changes not synced
to virtual machine

(0 Both physical machine and migrated VM are powered off

Note: Please unplug U disk and remove CD before reboot, not let the system boot

from U disk or CD.
Restart and Migrate Restart Later

e Make sure that only one of the physical server and virtual machine is powered on and NCI
address of that virtual machine is modified after migration is successful.

e Intermittent lose of network connection during migration is allowed, but not supported
if the corresponding program on client and server side is closed.

e If migration fails due to uncertain factors(e.g,, power outage, etc.), physical server being
migrated can go back to its operating system by restarting it.

2.2.1.11.1.2  Converting Linux-based Server to VM

Insert the USB drive that Sangfor HCl software image file is written to, into a physical server
running Linux, boot the system from that USB drive, and select Migrate physical server to
VM with P2V.
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sangtor HCIE Platforn

RS

Higfate‘this machine to Sangfor HCT
Replace Susdiskelnstall Sangfor HCL on this ma

Automatic boot in 30 seconds...
Press Enter to boot or Tab to edit option

Network configuration is required before performing migration. Select a physical network
adapter for the current node, for the purpose of communication with the destination node.
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Helcome to Sangfor Converter

Hetwork Configuration

Select> {Cancel >

Configure an available local IP address, netmask and gateway for the physical network
adapter, and enter IP address of the destination node. Make sure the server to be migrated
can access that destination node.
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Helcome to Sangfor Converter

Network Configuration for eth
Please configure interface:

Local IP Address: ool iooe ot 3
Netmask: 5 .255
[EER COETT T 00, 100 . 164 . 254
Cluster Primary IP: :lafolsinouict niog

< Back >

After specifying the above fields, the migration program will verify whether the current node
and the destination node can communicate with each other. If not, it will be redirected to the
network configuration page for you to make some changes, if so, click OK to proceed.

The following page will display if network communication succeeds, indicating that the node
gets ready for migration. (The Installer login is for the purpose of debugging in case of
migration failure)
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Please access the address below to start migration:
https 77172 .200.200.120

To view migration tasks, log in to Web admin console of Sangfor HCI platform and click
ConverttoVM in Home.

Compute Networking Storage

On the following page, you will see migration tasks and physical machines waiting for
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migration. To migrate a physical machine, you need to click Migrate to enter the Destination
VM page and configure destination virtual machine.

Migrate Physical Machine with Sangfor Converter b4
The following nodes are being migrated Download Sangfor Converter{ windows , linux )
Status IP Address Migrated VM Name Operation
(@ Progress 0%, Estimating how long itwill ... Details 100.100.164 243 tao Cancel

Make relevant configurations, including VM name, datastore, run on node, hardware
configurations, etc, as shown below:

Marme:

:‘, Group: Default Grou v

9 p
L B Tag: Select Iz‘
Z _ : . .

HA: Migrate WM to another node if the node fails HA Settings
Datastore I1SCS] hd
Run on Node: <Auto> h
Guest O5: Select which type of O to install.. v
High Priority: [ Guarantee resources far Y operation and recovery (1)

Standard: LT - g Cores: 8 core(s)

Processar 8 core(s)

- liemary 16 GB Yirtual Sockets: 1 ~

= Disk 1 120 GB Cores Per Socket o v
CcD/DYD Mone -

° [v] Enable MUMA Scheduler (1)

- etk "nnnecrted T FAned

“ ‘: E”-“:.Ell

After making the above configurations, start migration.
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Migrate Physical Machine with Sangfor Converter b4

3 Refresh The following nodes are being migrated Download Sangfor Converter{ windows |, linux )
Status IP Address Migrated VM Name Cperation
(@ Progress 0%, Estimating how long itwill ... Details 100.100.164 243 tao Cancel

A

e Conversion of physical machine is supported by Sangfor HCI3.3 and later versions.
Sangfor conversion tool for Windows based server is a separate .exe file; for Linux based
server, that tool is integrated into Sangfor HCl software.

e The progress of migration depends on physical network bandwidth and disk 10
performance of the host having Sangfor HCl software installed.

e Itisrecommended that physical network bandwidth should be 1 GBps at least.

e Since migration will affect disk performance of the host having Sangfor HCI software
installed, it is recommended to perform migration when business system is not busy and
ensure that number of migration tasks is less than 3.

e Storage capability of Sangfor HCI platform should be larger than the used space of disk
of the physical machine to be migrated, or else migration will fail.

2.2.1.112.2 Migrating VM to VMware vCenter

Powered-on virtual machines on Sangfor HCI platform can be migrated to VMware vCenter
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Migrate Virtual Machine from SANGFOR aCloud platform to VY\Mware vCenter X

Current Location: SANGFOR aCloud Destination Location; Yiware vCenter
M Mame: Intern_HG_WWANG acmp-B947 M Mame: Intern_HG_WWANG_acmp-5947_(1
Group: Diefault Group v vCenter: wCenter v
Datastore: YirtualDatastore 1 v Group: veenter/CTl ESHiDiscavered v
Storage Policy: 2 replica v Datastore: datastore v
Run on Mode: 192.200.19.18 v Run on Mode: wcenter/CTI ESXIWS92.200.19.5 w

[V Auta shut down the migrated virtual machine in SANGFOR aCloud to complete migration
This will hawve the virtual machine power off automatically before migration completes to have the new changes synced to the dest
ination location. If you do not want the virtual machine to power off at unexpected time and interrupt the services being offered vi
a that virtual machine, do not select this option. You may power off the virtual maching manually when migration completes.

Auto power on the virtual machine in viiware vCenter upan migration completion

Before migration, you need to specify the fields under Current Location and Destination
Location. Whether to select the options Auto shut down the migrated virtual machine in
Sangfor HCI to complete migration and Auto power on the virtual machine in VMware
vCenter upon migration completion depends on your own needs.

Auto shut down the migrated virtual machine in SANGFOR HCI to complete migration:
This will have the virtual machine power off automatically before migration completes to
have the new changes synced to the destination location. If you do not want the virtual
machine to power off at unexpected time and interrupt the services being offered via that
virtual machine, do not select this option. You may power off the virtual machine manually
when migration completes.

After configuring relevant fields, click OK to start migrating virtual machine and you will see
the migration process. You can also view migration progress and more details in tasks, as
shown below:

Status Src VM Run on Node Working Da... Wi Mame Run cn Node Datastore Ope..

@ 0% Details WANO-WINT 192.168.19....  datastorei WANO-WINT-test =Auto= Datastore_2 ¢...  Cancel

2.2.1.11.3 Migrating VM Across Clusters
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This feature enables virtual machine to be migrated to a different cluster.

Live Migration

Permissions

‘Compule > (centos7-femplate_Demo cluster_93d407_ Summary Snapshot

Backup/CDP
' Refresh Console © ShutDown || Sospend Take Snapshot Backup # Edit =+ More
) Power Off
) Reset
Clone

- Migrate

cPU Memory Disk »  Migrate to VMiware vCenter

4 « 32 -

Migrate Across Clusters

Total 200 GB
Free: 194.73 GB

Total: 2 GB
Free: 1.35 GB

2.1 GHz X 2 core(s)

And then

Migrate VM (centos7-template_Demo cluster_93d4077e0001) Across Clusters %

o Cluster o Datastore and Node o Network Settings

Cluster IP: Cluster IP address or cluster controller IP address

Password:

Cluster IP: Specifies IP address of destination cluster.

Password: Specifies admin password.
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Migrate VM (centos7-templaie_Demo cluster 93d4077e0001) Across Clusters X

o Cluster o Datastore and Node o Network Settings

T —
Datastore: Datastare: VirtualDatastore1 v
Storage Policy: Storage Policy: 2 repjica -
Node: MNode: -

Power on virtual machine when migration is complete
Mazx migration rate ME/s

() The virtual machine will be powered off automatically

Reboot upon migration completion: It is applicable to cold migration only.

Max migration rate: Specifies the maximum migration speed. The minimum is sMB/s and
the maximum is 2000MB}/s.

After specifying destination datastore and node, click Next to configure network.
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Migrate VM (centos7-template_Demo cluster_93d4077e0001) Across Clusters x

o Cluster o Datastore and Node o Metwork Setfings

Enable

m =ihi Disconnected
Connected To: E|
m cihi Disconnected .

Advanced
Adapter Model:

MAC Address:  FEFCFESECB4D 3

Enabled: If it is selected, it indicates that the specified virtual network adapter is enabled.
Connected To: Specifies an edge or a virtual switch to be connected to the virtual machine.
Adapter Model: Specifies the adapter model. Options are Realtek RTL8139 and Intel E1000.

MAC Address: MAC address can be automatically generated or manually specified. MAC
address examples: 00-11-22-33-44-55, 00:11:22:33:44:55. MAC address will be changed after
the migration operation completes and you may edit the MAC address if you do not want the
MAC address to be changed.

i

5

The virtual machine will be powered off automatically and added into the default VM
group.

Cold Migration
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Migrate VM (centos7-template Demo cluster 93d4077e0006) Across Clusters ®

o Cluster o Datastore and Node ° Network Setfings

Cument Cluster | Desfination Cluster .

Datastore: Datastore: VirtualDatastore1 b
Storage Policy: Storage Policy: 5 replica -
Mode: Mode: -

Power on virtual machine when migration is complete
Max migration rate ME/s

) The virtual machine will be powered off automatically

v

Other configurations are the same with that of live migration. You may refer to the Live
Migration section.

2.2.1.12 DeployingVM

Generally speaking, a VM template is a virtual machine which has been configured, and can
be used to deploy multiple virtual machines with the same configurations. The difference
from cloning VM is that disk files will not be replicated when a virtual machine is deployed
from atemplate. What's more, changes made to template will be saved to de virtual machine
incrementally.

Deploy VM: Only the virtual machine converted to template can be used to deploy virtual
machines. Disk settings of the virtual machine after being converted to template cannot be
changed any more. You may deploy new virtual machines when converting a virtual machine
totemplate. Deployed virtual machines have the same configurations as that of its template.
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lose
Metrics Node Throughput 10 Speed Host Resources Backup Permissions
Status VM Name IP Address 4 CPUUsage Memery Usage Disk Usage
Qof centos7-template_Demo cluster_93d4077e
+ Migrate
Migrale to VMware vCenter
Migrate Across Clusters
Backup
Export
] Clone
=
Summary
FH Deploy Vi
{3y Backup/CDP Policy
. More
“)  Backups
Assign Permissions
D Delete
Deploy VM From Template (centos7-template_Demo cluster_93d4077e) x

Based on this virftual maching, deploy new virtual machines from template. Read More

Mame: centos7-template_Demo cluster_93d4077e

" :l; ® Wis:

g »

Group: template -
HA: Migrate to another node if the node fails ~ HA Settings
Datastore: VirtualDatastore1 -
Storage Policy:
Run Location: Mode-1 M

Private Disk Configuration Advanced

Create private disk

Size

Name: Specifies name of the deployed virtual machine(s).

Name of the deployed VM depends on the Name and the number of virtual machines. For
instance, name of VM is name and number of virtual machines is 2, then names of the two
new virtual machines are name_ooo1 and name_o002 respectively.

Migrate to another node if the node fails: If this option is selected, deployed virtual
machines will be automatically migrated to another node if the working node fails.

Datastore: Specifies a datastore where configuration files of deployed virtual machines are
Sangfor Technologies
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stored.
Working Location: Specifies a node where the deployed virtual machines resides.

Create Private Disk: You may create a private disk and assign a specified disk size to each
deployed virtual machine.

After deploying virtual machine from template completes, go to VM template Summary
page and click the number next to Deployed VM(s) to enter the following page to view
deployed virtual machine.

2.2.1.13 Converting VM Template to VM

You may convert a VM template to an ordinary virtual machine. Before converting template
to VM, template must be powered off first. To convert template to VM, make sure that
template is powered off. If it is powered on, click Power Off or Shut Down and select More >
Convert to VM on the Summary page, as shown below:

e e e e

C' Refresh Backup # Edit +»= More

"1l Clone
Migrate
+  Migrate to VMware vCenter
¥ Migrate Across Clusters
Exzport

2.1 GHz X 2 core(s) Tofal: 4 GB Total 200 GB
Free: 4 GB Free: 200 GB H Deploy VM

% Comvert to VM

2.2.1.14 ConvertingVM to Template

A virtual machine can be converted into template so that it can be used as a template to
create multiple virtual machines. Before converting virtual machine to template, make sure
that VM is powered off; if it is powered on, click Power Off or Shut Down and then select
More > Convert to template on the Summary page, as shown below:
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Compute > (centos7-lemplate_Demo cluster_33d407.. Summary Backup/CDP Permissions

' Refresh Conszole © Power On Take Snapshot Baclup £ Edit +»s More

Clone
Migrate
Memory +  Migrate to VMiware vCenter

Migrate Across Clusters

0 = 0 = 0 = . B

2.1 GHz X 2 core(s) Total- 2 GB Total 200 GB
Free: 2 GB Free: 200 GEB EH Deploy VM

Encrypt VM

Convert to Template

Status: Displays the following information about virtual machine: CPU Usage, Memory
Usage, Disk Usage, Throughput, CPU, Memory, IO Speed, IOPS.

CPU Usage: Displays CPU usage of virtual machine. On the right side, you may view CPU
usage in the last hour or last 24 hours.

‘Compue > (centos?-lemplate_Demo cluster_83d407... Summary Snapshot Backup/CDP Permissions

C' Refresh Console O ShutDown |1 Suspend Take Snapshot Backup & Edit

cPU Memory Disk
4 = 32 = 3 =

2.4 GHz X 2 core(s)

Cotza s | Lot i

Tofal 2 GB Tofal: 200 GB
Free: 135GB Free: 194.73 GB o5

2310 2320 2330 23:40 2350 2021/01/13 00:10

CPU Usage 4%

Memory Usage: Displays the total and free memory size respectively, as well as memory
usage. On the right side, you may view memory usage in the last hour or last 24 hours.

‘Compute > (centos7-lempiate_Demmo cluster_S3d407.... Summary Snapshot Backup/CDP Permissions

C' Refiesh Console © ShutDovn |1 Suspend Take Snapshot Backup & Edit

Thvoughp = G Spess = oot 24 rows | Lastantn

2.1 GHz X2 corels) Total: 200 GB

Total 2 GB
Free: 135GB Free: 194.73 GB o8

2310 2320 2230 23:40 23:50 2021/01/13 o010

Used 664.5MB  — Toral 2CB
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Disk Usage: Displays the total and free disk size respectively, as well as disk usage. On the
right side, you may view disk 10 speed and IOPS.

‘Compule > (centos7-template_Demo cluster_33d407... Summary ‘Snapshot Backup/CDP Permissions

C' Refresh Console © smutDown || Suspend Take Snapshot Backup £ Edit

Throughput ~ | GPU | Memory |10 Speed ~ Last Hour | Last 24 Hours | Last Monih
10 Speed
10Ps

Tsoxes
- -
cPU Memory Disk

sooke/s
5 = 32 = 3 =

2.1 GHz X 2 corefs) Total 2 GB Toal: 200 GB -
Free: 135 GB Free: 194.73 GB BBl —— ———

2310 23:20 23130 23:40 23150 2021701712 o010

10 Read Speed 0B/s  — IO Write Speed 7 KB/s

Throughput: Displays overall throughput.

Compute > (centos7-lemplate_Demo cluster_934407... Summary Snapshot Backup/CDP

C Refresh [ O stutDown |l Suspend Take Snapshot B Backup & Edit

[ Throughput ~ | cPU | Memary | 10 Speed -

- - 400Kbps
cPu Memory Disk
4 % 32 % 3 % 200Kbps

2.1 GHz X2 core(s) Totak: 2 GB Total: 200 GB
Free: 135 GB Free 19473 GB Obps

2310 z3:20 2330 23:00 2350 2021/01/13 oato

Inbound 179.5 Kbps  — Outbound 100 bps

Compue > (centos7-template_Demo dluster 93d407.... Summary Snapshot Backup/COP

C' Refiesh Consale O StutDown Il Suspend Take Snapshot Backup & Edit

| Throughput (ppe) - | <P | Memory [ 10 speee - Last 24 Hours | Last Month

_ .
4 = 32 = 3 =

2.1 GHz X 2 core(s) Total 2 GB Total: 200 G8
Free: 135 GB Fres: 19473 GB opps

2310 2320 2330 23:90 23550 2021101113 010

Inbound 161 pps  — Outbound 0 pps

The Basics & Hardware Configuration section displays basic information and hardware
configuration of virtual machine. Basic information includes VM Name, Description, Group,
Datastore, Storage Policy, Run Location, Current Node, Scheduling policy, Guest
OS,DUID, IAID(Hexadecimal), vmTools, High Priority, Power on at host startup, memory
reclaiming, Boot Order, Downtime, Deployed from Template and Disk Encryption.
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VI Name:

Description
Group:

Datastore:

Storage Policy”

Run Locafion

Current Node:
Seneduling Policy

Guest 05

DUID:

1AID (Hexadecimal)
vmTools:

High Priority

Pouer on 3t Host Startup
Memory Reclaiming
Boot Order:

Dovnfime:

Deployed from Template:

Disk Encryption:

centosT-template_Demo cluster_93d4077¢0006
Edit

Linux Training

Node-2 Node-3.

2_replica

<Prefer to run on Node-1»

Cent0s

Installed  Reinstall  Uninstall
Disabled

Disabled

Enabled

Disk 1-CDIDVD

60 days

centosT-template_Demo cluster_9304077e

Hot encrypted

[F Processor

- Memory
- Diskl
© coovoi

—_—

2care(s)
268
20068
Hone

Connected Ta: edge2

2.2.1.15 Taking Snapshot

There are 2 types of snapshot starting from version 6.0.1.

a.

Storage based snapshot

Description: Storage based snapshot with ROW mechanism. This is the default
snapshot method for cluster starting from version 6.0.1 for 3 nodes and above
environment.

The maximum number of storage based snapshot can be take is 128.

Up to 128 snapshot can be taken for storage based snapshot.

Features:
1. Reduce the impact to the performance after taking a snapshot.

2. Space occupied by the snapshot can be release after deleted the snapshot.

Requirement: To support storage based snapshot, the following requirement must
be fulfill.

1. Version 6.0.1 and above.

2. 3nodes and above cluster.

3. VMisrunning in virtual storage.
Virtual disk based snapshot

Description: Qemu based snapshot with COW mechanism. This snapshot will be use
for 2 nodes cluster or VM that running on external storage.

Onthe Snapshot page, you can view the snapshots you have taken and create new snapshot.
To create a snapshot, click Take Snapshot.
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——

Snapshot Chain List C Refresh Take Snapshot ¥ Snapshot Palicy

Snapshot Policy: Not configured

Current Snapshots: 1 m

Snapshot Size: 128 KB
2021-01-19_10-40-27
Latest Snapshot  2021-01-19 10:40:55

MNext Snapshot

Take Snapshot *
WIM: cenfosT-template_Demo cluster_93d4077e0006
Mame: 2021-01-19_10-40-27
Description:
o

On the above page, specify Name and Description. Then, click OK.

After a snapshot is created, you may click on the snapshot name and then a dialog pops up,
as shown below:
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2021-0

Name: 2021-01-19_10-40-27

De=cription:
Type Storage Based Snapshot
Size: 128 KB

Datastore: VirtualDatastore1

Time Created: 2021-01-19 10:40:55

[# Edit T Delete ‘D Recover [ Clone

To modify the snapshot name and description, you may click Edit.

To delete the snapshot, you may click Delete. Snapshots cannot be recovered once deleted.
It requires admin password to confirm the operation.

To clone a virtual machine from the snapshot, you may click Clone.

To recover virtual machine from snapshot, you may click Recover. The virtual machine is
running, but will be powered off before being recovered. Please power it on manually after
recovery.

Take a snapshot prior to recovery: Once it is enabled, though the changes made since the
previous snapshot will get lost, this snapshot is inevitable in case of recovery failure.
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Recover x

Are you sure you want to recover it to the state at the time point (2021-01-19_10-40-
21)?

« The virtual machine will be restored to the time point of the selected =napshol. Please make sure you
have created snapshots or backups for data of the virtual machine, otherwise unprotected data will get
ost.

Power on virtual machine when recovery iz complete
Auto-take a snapshot before recovery

Enter password of admin to confirm this operation

Password |

o] o

To make snapshot before recovery, you may tick the option Auto-take a snapshot before
recovery.

Consistency group snapshot

Consistency group snapshot is the feature which allow user to add multiple VM into a
consistency group and take snapshot at the same time.

Asingle consistency group has restricted the number of vm disk which the maximum number
of disk is 64.

Consistency group snapshot will only process for the virtual disk that running on virtual
storage.

Navigate to consistency group snapshot setting under Reliability > Snapshots >
Consistency Group.

-:f.io Sangfor HClo: Home Compute Networking Storage ® f o P odmin

Roliabilty > Snapshas VM Snapshots | [EEREIRICHTN| Snapshot Policy

C Refresh @ New Consistency Group

‘Super Adain

Scheduled Backup/CDP ~ HA
Snapshols Resource Scheduling
Add Oracle-RAC VMs or multiple Vhis running the same business system o a consistency group to creale snapshots for all VMs in the group at a time to guarantee} ‘Automated Hot Add
Gonsistency Group Name Description Vs ] Snapshot Policy Operation

oracle rac consistency group

oracle rac1 consistency group - 2 30 - Edit
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_E.S' Sangfor HCls2 Home Compute Networking Storage
\

Reliabity > Snapshots VM Snapshots | JIESIESENHE | Snapshot Policy

C Refiesh @ New Consistency Group

400 Oracle-RAC VM or mulliple VIis running the same business system 0 a consistency group fo create snapshots for all Vs in the group at a time to quarantee data consistency.

Description Vs Snapshats Snapshot Size Latest Snapshot Snapshot Policy

Operation
2 3 70568 2020-12-23 22:01:40 - Edit
1 11 M8 2020-12.28 15:51:24 = Edit
I consistency group 4 81168 2020-12-28 20:25:30 - Edit

In the Consistency Group tab, you can perform the following:

Reliability > Snapshots VM Snapshots [ LR e T Snapshot Policy

C Refresh @ New Consistency Group [l Delete Consistency Group i Clone Group Take Snapshots "D Recover I Clone from Snapshot

Add Oracle-RAC WMs or multiple Vs running the same business system fo a consistency group fo create snapshots for all WMs in the group at a fime to guarantee data consistency.
B Consistency Group Name Descripfion VMs Snapshots Snapshot Size Latest Snapshot Snapshot Policy Operation
oracle rac consistency group 7.05GB 2020-12-23 22:01:10 - Edit
. . .
New Consistency Group: Create a new consistency group with selected VM
New Consistency Group X
Narme: ‘ Oracle RAC
Description:
Virtual Machine: Available Selected
L T e
D VM Name Size Datastore Snapshot Policy VM Name Remove
O = Virtual Machine =
O
+
No data available
O
O
1 [+ v
(o |

Delete Consistency Group: Delete the selected consistency group. Required to enter admin
password to proceed.

Clone Group: Clone the VM inside the consistency group and create new consistency group
with the cloned VM.

Take Snapshots: Take snapshot for the selected consistency group.
Recover: Recover snapshot for the selected consistency group.

Clone From Snapshot: Clone VM from the selected snapshot.
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Schedule Snapshot policy

Schedule snapshot policy allow user to take a snapshot and cleaning up the snapshot
periodically for security purposes as well as saving the storage space.

User can configure schedule snapshot policy to take snapshot for the VM periodically under
Reliability > Snapshots > Snapshot Policy.

Reliability > Snapshots VM Snapshots Consistency Group Lz e lzelle

C Refresh @ New Snapshot Policy £¥ Advanced

In snapshot policy tab, you can perform the following action.

New Snapshot Policy: Create new snapshot policy by selecting VM/Consistency Group,
Schedule, Retention Options and specify the policy name.

New Snapshot Policy X

o Select Object o Schedule Snapshot ° Policy Name o Finish

I Applicable Object (O Virtual machine Consistency group (applicable fo Oracle RAC) I

Available Selected

_ Group | I - O I
VM Name: Size Snapshot Policy VM Name Remove

= Wirtual Machine
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New Snapshot Policy

a Select Object

o Schedule Snapshot

Schedule: Weekly ) Daily

Hourly

Time: Every day  00:00 -

Prev

Merge earlier snapshots ag follows to free up storage space

» Retain all snapshots taken in recent 7 day(s).
» Retain 5-T7 recent snapshots, and merge earlier snapshots.

o Policy Name

o Finish
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New Snapshot Policy x

0 Select Object 0 Schedule Snapshot 0 Policy Name o Finigh

MName: Schedule Snapshot
Description:
Snapshot Interval: Daily {Every day, 00:00)

Consistency Group Snapshot Policy: Mo

Prev “ Cancel

Delete: Delete the selected snapshot policy.

Enable: Enable the selected snapshot policy.

Disable: Disable the selected snapshot policy.

Take Snapshot: Take snapshot for the VM in the snapshot policy.

Advanced: Configure the Threshold for the storage which will stop the schedule snapshot.
Reliabily > Snapshots VM Snapshots Snapshot Policy

C Refresh| @ New Snapshot Policy [l Delete © Disable [8§ Take Snapshot  £¥ Advanced

Palicy Name Description Object VMs Snapshot Schedule Status. Operation

Schedule Snapshot Virtual Machine 1 Daily (one snapshot every day <start at 00-00>) v Edit
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Advanced x

Virtual Datastore Usage Threshold

VirtualDatastore1 ] Yo

2.2.1.16 Configuring Backup/CDP

Continuous data protection(CDP) is real-time backup which can log every disk IO activity of
a virtual machine. It enables administrators to restore virtual machine to any point in time
and view or download file created at any point in time, which helps a lot in case that virtual
machine encounters file deletion by mistake, virus infection, system crash, data damage, etc.

R

C Refresh () UpdateLogs B3 Backup £} Settings

TmeRange: 3says - | 2210118 [E) | 10 48 Ato 22rerie (5| 10 as : » Backup 1 10 Activity

Backup Policy: Not configured

No backup is found. |0 activity cannot be displayed

o1-16 12:00 01-17 00:00 01-17 12:00 01-13 00:00 01-1812:00 01-12 00:00

No backup file is available. Please enable Scheduled Backup Policy to back up files.

Create Backup |  Backup Seftings

On the toolbar, there are Refresh, Scan New Backups, Backup, Settings and Start CDP, as
shown below:

.

C' Refresh () Update Logs Backup L} Settings
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To refresh the page, you may click Refresh.

To check whether there are new backups, you may click Update Logs.

To create backup for the virtual machine, you may click Backup.

Create Backup ®
Descriplion:
Working Datastore Destination Datastore
VirtualDatastorel r

Add Backup Policy to set backup and archive schedule for Wis. “
@

e If CDPis enabled, the destination datastore is that you have specified in CDP policy and
cannot be specified manually.

e Ifthe above datastores are the same, VM cannot recover when the current datastore fails.

To specify backup method and backup policy, click Settings. As for backup method, options
are Scheduled and Continuous(CDP). For details, refer to 2.6.12.1 Sangfor Backup Policy

section.
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Backup Settings

Type:

Backup Policy:

o
] [}

i) Scheduled

_backup_acmp-bach -

Continuous (CDP)

Add Mew Policy

Backup Settings

Type:
Backup Policy:

1O Activity Log
Repository:

Max 10 Activity Log
Size:

10 Log Cache Limit

0
(%] (]

Scheduled () Continusus (CDP)

diest
300 GB
2 GB

* New CDP Policy

For VMs not associated with any backup policy, they will associate with default backup policy.
To not back up a specific virtual machine, simply disable the corresponding backup policy.

Sangfor Technologies
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Start CDP: To start CDP, click Start CDP, only support when the backup method is
Continuous(CDP).

When CDP policy is enabled and CDP is started for virtual machine, the CDP icon is green on
the VM panel. If the CDP policy is enabled yet CDP is not started, the CDP icon is gray, as
shown in the following picture.
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05 Is Not Installed

CDP can be started only when virtual machine is powered on and associated with a CDP
policy. Template and virtual machines deployed from template do not support CDP.

The left panel displays backup policy, backup method and CDP information, as shown below:
Backup Policy

qq : Enabled

Scheduled Backup

Pericdic: Every 1 hour(s)

Used Space: 0 B

CDP

Status: ® Stopped

vity Logs Retentio
ity Logs Retention 1d

10 Log Repository Usage:

I O

Backup Policy: It displays the backup policy that has been selected and its status.

Scheduled Backup: It displays backup method and used space.

CDP: It displays status of CDP, IO Activity Logs Retention Period and 10 Log Repository
Usage. Status of CDP includes Not configured, Starting, Synchronizing, Started, and
Stopped, etc.
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CDP

Status: 5= Syncing

10 Activity Logs Retention

Period: id

10 Log Repository Usage:
B %

2.2.1.16.1 Viewing IO Activities

As for Period, option can be Last Hour, Last 2 Hours, Last 6 Hours, Last 24 Hours, Three
days, One week, All and Specified.

Time Range: 20210119 [z 10 49 *to 20210119 [ | 10 ;49 2 “

Last hour
Last 2 hours Mo backup is found. 1O activity cannot be displayet
Last & hours

Last 24 hours

01-16 12:00 m 01-17 00:00 01-17 12:00 01-18 00:00

Specified

2.2.1.16.2 Viewing Backup Details

It displays backup details, including Time, Type, Used Space, Datastore, Description,
Backup Lock, and Operation.

= Expand Al Z Collapse Al [ Delele Type: Al

Time Type Used Space Datastors Description Backup Lock Operation

2020-12-25 17:27:43 Backup 1368 VirualDatastore 1 - I off Browse Files Recover Clone Detalls

Expand All: To display all the IO activity logs, click Expand All.
Collapse All: To hide 10 activity logs, click Collapse All.

Delete: To delete one or more backups, select the backup(s) and click Delete. Once backup
is deleted, corresponding IO activity logs will also be deleted for they are dependent on
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backup(s). Backups cannot be recovered once deleted. Enter password of the current
username to confirm operation:

To display IO activity logs, click ¥ Tohide 10 activity logs, click
Time: Displays time that a backup or IO activity log is created.
Type: Displays backup type, Backup or 10 activity log.

Used Space: Displays space used by backup or 10 activity log.

Datastore: Displays datastore where backup or 10 activity log is stored.

Description: Displays backup description. To edit description, click Ea
@

Backup Lock: To enable backup lock, click on . To disable backup lock, click on

Operation: For Backup, operations can be Browse Files, Recover, Delete and Clone. For IO
activity log, operations can be Browse Files and Recover.

i

@

As for details of browsing files, see the Browsing Files section. For details on how to recover
virtual machine, see the Recovering Virtual Machine section. For details on how to clone
virtual machine, see the Cloning Virtual Machine section.

2.2.1.16.3 Browsing Files

You may select a backup or 10 activity log created at any time point and download the
corresponding backup file. This operation will be logged so as to ensure data security.

Click Browse Files to enter te following page:
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Message x

Are you sure you want to view file directory of
this virtual machine?

To ensure data security of guest operating system, file
browsing acfivities will be logged to Tasks.

If you want to perform power-on or migration operation
when file is being browsed, close the Browse Files
window to not affect COP service.

To ensure data security of guest operating system, file browsing activities will be logged to
Tasks.

If you want to perform power-on or migration operation when file is being browsed, close
the Browse Files window to not to affect CDP service.

As for Linux-based virtual machines, backup files cannot be browsed or saved.

Click OK to enter the following page to select partition, select one or more files, click
Download File to download file to local disk, as shown below:
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Browse Files

= A2y File Name %+ Date v Type Size =
E| Partition (1) (2) d Up
- Eoot
Common Files 2008-07-14 11:20:08 Folder
i -0 System Volume Information
EI parton (2) (10) . deskiop.ini 2009-07-14 12:54:24 INI file 174 bytes
E| Program Files (x86)(15) Google 2020-07-17 22:09:09 Folder
.. Commen Files Internet Explorer 20110412 16:17:53 Folder
-- Google MSBuild 2009-07-14 13:32:38 Falder
EE| Intemet Explorer .
Reference Assemblies 2009-07-14 13:32:38 Folder
. MSBuild
Sangfor 2020-07-18 05:56:10 Folder
- Reference Assemblies
E_E|-- Sangfor Sangfor VIMSTool 2020-07-17 06:29:46 Folder
EE‘ Sangfor VMS Tool Uninstall Information 2008-07-14 12:57:06 Folder
[ Uninstall Information WWindows Defender 2011-04-12 16:17:53 Folder
(-5 Windows Defender Windows Mail 2011-04-12 16:17:53 Folder
You may go to Tasks to view relevant logs, as shown below:
' Status- & completed
|
Action: File download audit
|
Start Time:  2021-01-19 11:00:14
t
b End Time: 20210119 11:00:15
;. Usemmame: admin{ 192.200.19.4)
i Node: Mode-2
] Object Type: wvirtual machine
Oibject: Win7_acmp-2f83
| Description:  Save Program Files (x56) as Program Files
] {x86)/desktop.ini
2.2.1.17 Recovering Virtual Machine
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2.2.1.128 Disk Encryption

2.2.1.19 Viewing Permissions

The Permissions page shows the permissions of administrator against VM resources.

Compute > (centos7-template_Demo cluster_33d407... ‘Summary Snapshot Backup/CDP Permissions

C Refresh @ New W Delete

admin Default Group uper administrator Yes

sangfor Default Group Admin No

For details, refer to the 2.6.3 System Administrators and Permissions section.

2.2.1.20 Viewing Tasks

On the Tasks page, you can view administrator logs about various operations performed by
administrator, such as creating a virtual machine, etc. Each log contains the following
information: Status, Action, Start Time, End Time, Username, Node, Object Type, Object
and Operation. To view log details, click View in Operation column.

et e e

C Refresh A ion Q) Advanced ¥
Status Action Start Time End Time Usermame Mode Object Type Operation
Q Completed Resume Virtual machine 2021-01-1223:50:29 2021-01-12 23:52:20 admin( 192.168.20.5 ) Mode-3 virtual machine View

0 Completed Suspend VM 2021-01-1223:43:33 2021-01-12 23:44:22 admin( 192.200.19.4) Mode-3 virtual machine View

@ compietea [—— 2021011222507 20210112 225036 samin(18220018.4) Node3 Vitusl machine centos7-tempiate_Demo cluster_S view
Q Completed Pawer off VM 2020-12-28 17:07:17 2020-12-28 17:07:39 admin( 192.200.19.4 ) MNode-3 Virtual machine: centos7-template_Demo cluster_9. View
0 Completed Paower on VM 2020-12-2517:00:55 2020-12-28 17:01:03 admin( 192.200.19.4) MNode-3 Virtual machine: View
© compietea Shutdoun Vi 20201120 220816 2020.11.20 220844 sangfor] 111.119.183.44 ) Node-1 Virtual Machine view

0 Completed Edit VM 2020-11-20 10:05:47 2020-11-20 10-05:55 admin( 192.200.19.4) Mode-1 Virtual Machine: View
@ compietea Eatv 2020-11.20 10:06:55 2020.11.20 100500 admin(18220018.4) Node-1 Vitusl Machine centos7-tempiate_Demo cluster_S view
0 Completed Edit VM 2020-11-20 10:01:32 2020-11-20 10:01:37 admin( 192.200.19.4 ) MNode-1 Virtual Machine: centos7-template_Demo cluster_9. View
Q Completed Power on VM 2020-11-20 09:59:12 2020-11-20 09:59-16 admin( 192.200.19.4 ) Mode-1 Virtual Machine centos7-template_Demo cluster_9. View
Q Completed Shutdown VM 2020-11-06 15:08:34 2020-11-06 15:09:06 admin( 192.200.19.4 ) MNode-1 Virtual Machine: centos7-template_Demo cluster_9. View

Logs can be searched by action, node, object and description. By clicking Advanced Search,
you can also specify a period of time, status and search term to filter logs.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
134



&ction, node, object, description Q) | Advanced v

Start Time: 2021-01-26 00:00 d

* | EndTime: | 2021-01-26 00:00 -

3 Status All -
i Search Term: | Aclion, node, object, descripfion

a Lo [ o

2.2.1.21 ViewingAlerts

This section displays alert logs. For instance, an alert log records that VM CPU usage is above
threshold, etc. When an alert-triggering threshold is reached, a corresponding alert will be
triggered and an alarm log will be generated. An alert log includes the following information:
Severity, Timestamp, Object Type, Object, Event, Description, Status.

Compute > (centos7-template_Demo cluster_33d407... ‘Summary Snapshot Backup/CDP Permissions

C Refresh Y Filter

Severiy Timestamp Object Type Object Event Descripiion Status

«

Virtual Machine (centos7-femplate_Demo cluster_93d4077e0001)'s edge (edget) is nof bridged fo any
@ critical 2020-11-20 22:06:32 vm centosT-template_Demo cluster 934407720001 vm_net_conn physical interface on Virtual Machin 's node (Node-1), which wil disconnect the Virtual Machine © Pending
(centosT-template_Demo cluster_93d4077€0001) from physical network.

Virtual Machine (centos7-femplate_Demo cluster_93d4077e0001)'s edge (edget) is not bridged to any
@ Giiical 2020-11-20 21:06:29 vm centosT-template_Demo cluster_93d4077¢0001 vm_net_conn physical interface on Virtual Machine 's node (Node-1). which wil disconnect the Virtual Machine © Pending
(centos7-template_Dema ciuster_93d407720001) from physical network.

Virtual Machine (centos7-template_Demo cluster_93d4077e0001)'s edge (edge1) is not bridged to any
® crical 2020.11.20 200621 m Centos7 tempiate_Deio cluster_8340770001 vin_net_conn physical mferace on Virual Kiachine s noge (Node-1) which wil rsconmect e Virual Machine © Fenang
(centos7-template_Demo cluster_93d4077e0001) from physical network.

Virtual Machine (centos7-femplate_Demo cluster_93d4077e0001)'s edge (edget) is nof bridged fo any
@ critical 2020-11-20 19:06:18 vm centosT-template_Demo cluster 930407720001 vm_net_conn physical interface on Virtual Machine ‘s node (Node-1), which wil disconnect the Virual Machine @ Pending
(centos7-template_Demo cluster_93d4077€0001) from physical network.

Virtual Machine (centos7-template_Demo cluster_83d4077e0001]'s edge (edget) is not bridged to any
@ oritical 2020-11-20 18:06:16 vm centosT-template_Demo cluster_83d407720001 vm_net_conn physical interface on Virtual Machine 's node (Node-1). which will disconnect the Virtual Machine. © Pending
(centos7-tempiate_Demo ciuster_9304077€0001) from physical network.

Virtual Machine (centos7-template_Demo cluster_93d4077e0001)'s edge (edget) is not bridged to any
@ Giiical 2020-11-20 17:06:13 vm centosT-template_Demo cluster_93d4077¢0001 vm_net_conn physical interface on Virtual Machine 's node (Node-1), which wil disconnect the Virtual Machine © Pending
(centos7-tempiate_Demo cluster_93d4077€0001) from physical network.

alertlogs can be searched by action, node, object and description. By clicking Filter, you may
also specify a period of time and search term to filter logs.

Compute > (centos7-lemplate_Demo custer_93d407_. Backup/CDP Permissions

C Refresh Y Filter

Period: All -
Severity e Event Description

. Coritical emplate_Demo cluster_93d4077e0001 vm_net_conn physical interface on Virlual Mat

(centos7-template_Demo cluste
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For details about alarm logs, refer to 2.6.4 Alarm section.

2.2.2 Managing Virtual Machines in VMware vCenter

Navigate to compute and you will see a toolbar, as shown in the following figure. On the
toolbar, there are the following items: View By Group/Node/Datastore/Tag, Panel/List,
Refresh, New, New Group, Select, Sort, Recycle Bin, Advanced.

SANGFOR aCloud FIRYLNEICAYe:ICT

g ‘0 View By Node 28 Panel ORefresh @New = select |=sortv

& §

£
=Y

windawe LS2.1_for W
CPU Usage 5 [l CPU Usage 5 [l CPU Usage
Mermory Usage 5 |l Mernory Usage 5 [l Mernory Usage

Powered Off Powered Off
Disk Usage % Disk Usage % Disk Usage

2.2.2.1 Viewing VMs by Panel or List

Virtual machines can be viewed by Panel or List. By default, virtual machines are displayed
by Panel. To view VMs by List, click on List, as shown below:
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» Power On [l Shut Down

O Refresh @New

Basics Throughput 10 Speed
] Status VM Name IP Address Graoup CPU Usage Memory Usage Disk Usage
[] @ PoweredOn = - wiCenter % 3% — 100%
[ o Powered On winde 192.200.19.182 wCenter ] 1% ] 16% 1 8%
] o Powered On winday 182.200.19.84 wCenter [ ] 20% o 43% 1 a%
[ @ powered off EVE o vCenter

VM details are displayed, as shown below:

Basics: Displays basic information of virtual machines.

Basics Throughput 10 Speed

O Status WM Name IP Address Group CPU Usage Memory Usage Disk Usage ‘
D o Powered On WLSZ.1_f - vCenter | 3% | 3% I 100%

O o Powered On windowe 192.200.18.182 vCenter n 21% L} 16% 1 8%

O o Powered On windows? 192.200.13.84 vCenter | ] 20% o 43% 1 9%

Throughput: Displays outbound and inbound speed.

Basics Throughput 10 Speed
O Status Wil Narne IP Address Graoup Cuthound Bps Inhound Bps
O o Powered On WLS2.1 F - vCenter 0Bfs 0Bfs
O o Fowered On windc 192.200.19.182 viCenter 0Brs 60 KBfs
O Q Powered On window 192.200.19.94 vCenter KB 43 KBfs

10 Speed: Displays |0 speed.

Basics Throughput 10 Speed
] Status W Narne IP Address Group Read Speed Wite Speed 10 Reads 10 Writes
[] @ PoweredOn 52, - WCenter 0B/ 7 KBIs DIoPS 110PS
] o Powered On - wincows 19220019182 wCenter 0B/s 3KBIs DIoPsS 0I0RPS
] ° Powered On window 192.200.19.94 wCenter 0B/s 163 KBfs 010Ps 12 10PS

Creating New Virtual Machine

New
Click to deploy a new virtual machine from an existing VM template, as shown
below:
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Create New Virtual Machine p4

—hoose away to create a new virtual machine.

B E Deploy Virtual Machine from Template

l B Create a new virual machine based on an existing Wi template

Select a VM template and then configure relevant fields, as shown below:

Deploy ¥M From Template x
o Select VM Template o Ready to Complete
Expand Al F Collapse All Search Q I
Template Name Guest O3
é]--ﬂvCenter
|EE]..CTI ESx
® Test Server 2003 Windows Server 2003 B4 hit

Discavered virtual machine
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Click Next, after the template is selected.

Deploy VM From Template *
0 Select VM Template o Ready to Complete
Narne: | Yong-Server
5 Group: Select Group v
Datastore: Select Datastore v
Run on Node: Select a cluster, host, wApp or resource poal v
Configuration
E Processor 1 care
Cores: 1 core
W hermory 1GB
M= Hard disk 1 B8 GB
Virtual Sockets: 1 v
m MNetwork ada.. Select network
Cores Per Socket: 1 v

@ Add Hardware ¥

Name: Specifies a distinguishable name for the virtual machine.

Group: Specifies a group to which this virtual machine belongs.
Run on Node: Specifies a node on which the virtual machine runs.

Datastore: Specifies a datastore where configuration files of deployed virtual machine is
stored.

Configuration: It allows you to configure hardware resources, such as Processor, Memory,
Disk, CD/DVD and NIC, etc.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
139



Configuration

Processor
W emory

M Hard disk 1

e Metwork ada..

1 care

1011 GB

8GE

Select network

Processor: Specifies the number of virtual sockets and cores per socket for the virtual
machine respectively. Once the numbe of cores is configured, Virtual Sockets and Cores Per
Socket will be automatically filled with optimum values so as to achieve best VM

performance.

Configuration

Frocessor 1 care
Cores: 1 core
W ermory 1011 GB
= Hard disk 1 8 GE ]
Wirtual Sockets: 1 AV
e Metwork ada. Select networlk
Cores Per Socket: 1 v

Memory: Specifies the memory for the virtual machine. The minimum is 512 MB, and the

maximum is 1TB.

Configuration

Processor
W temory
M= Hard disk 1

m Metwark ada...

1 core

1011 GB

8 GB

Select netwark

Sangfor Technologies
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Disk: Specifies the disk for the virtual machine.

Configuration

E Processor 1 core

Disk Capacity: W
W Liemaony 1011 GB
S Hard disk 1 8 GB Allocation: v
m MNetwork ada. . Select network

Disk Capacity: Specifies the capacity(GB) of the virtual disk.

Allocation: Options are Thin Provisioning, Eager zeroed thick and Zeroed thick.

Network adapter: Specifies what the virtual machine is connected to.

Configuration

E Processar 1 core

Ta: W Metwork v
W emory 1 GB
M= Hard disk 1 B GB Status: Connected upon startup

e [Metwark ada. W Metwark

Connected To: Specifies an edge to be connected to the virtual machine.

Status: If it is selected, the VM will auto connect to the edge upon startup.

Add Hardware: To add more hardwares, click Add Hardware. Then, you can add new Disk
and NIC.

For example, click Add Hardware and select Disk. Then, a new disk will be added(as shown

in following figure). To delete a disk, click on the X icon.
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Configuration

E Processor 1 core

Disk Capacity. 40 GE w
W Memory 1GB
M= Hard disk 1 8 GB Allocation: Thin Provisioning v

4068

mw NMetwark ada... Wi MNetwark

Batch Operation

Administrator can perform the following operations against multiple virtual machines:
Power On, Suspend, Shut Down, Reboot, Power Off, Reset, Migrate to SANGFOR HCl,
and Delete.

2% panel Refresh New == Select

[ O

To power on virtual machines(s), you may select one or more than one virtual machines and
then and click on Power On.

To suspend virtual machines(s), you may select one or more than one virtual machines and
then and click on Suspend.

To shut down virtual machine(s), you may select one or more virtual machines and then click
on Shut Down.

To start virtual machine(s), you may select one or more virtual machines and then click on
Reset.

To power off virtual machine(s), you may select one or more virtual machines and then click
on Power Off.

To restart virtual machine(s), you may select one or more virtual machines and then click on
Reboot.

To migrate the virtual machine(s) to SANGFOR HCI, you may select one or more virtual
machines and then click on Migrate to SANGFOR HCI.

To delete virtual machines, you may select the virtual machines and click Delete, then the
virtual machine will be removed from the VMware vCenter yet the storage space occupied
by the VM will not be freed up. You may go to VMware vCenter platform to clean up files of
the virtual machine.
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Delete Virtual Machine X

Are you sure that you want to delete the "wit

The wirtual machine is only removed from the list of virtual machines from YMware wvCenter.
To delete the wirtual machine completely and free up starage space, go to Wihware vCenter
and delete the WM files permanently.

If a virtual machine is selected, the color of the icon at the upper left corner of the
corresponding card will turn to green from gray.

CPU Usage CPU Usage CPU Usage 2%

Memary Usage Memary Usage Memary Usage 3%

Disk Usage Disk Usage Disk Usage 100%

To exit from editing the virtual machines, click on the Exit button on the upper right corner.

2.2.2.4 Sorting Virtual Machines

Virtual machines can be sorted by Name, CPU Usage, Memory Usage, Disk Usage.

== Panel ORefresh @New == Select |—Sort v

Name
CPU Usage
Memory Lisage

Disk Usage
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To sort virtual machines by name, select Sort > Name in Compute. You may click on the

arrow-to sort VMs in ascending or descending order.

O Refresh ®New =S Select | —Sort v

Name
CPU Usage
Memory Usage

Disk Usage
indows201 window,

CPU Usage CPU Usage CPU Usage
Memory Usage Memory Usage Memory Usage

Disk Usage Disk Usage Disk Usage

To sort virtual machines by CPU usage, select Sort > CPU Usage in Compute. By clicking on
that arrow, virtual machines can be sorted based on CPU usage in ascending order or
descending order. The following figure shows that the virtual machines are sorted by CPU
usage in a descending order.

ORefresh @New = Select | —Sort v

Name

CPU Usage

%I Memory Usage

Disk Usage
window

CPU Usage CPU Usage CPU Usage

Memory Usage Memory Usage Memory Usage

Disk Usage Disk Usage Disk Usage

To sort nodes by memory usage, select Sort > Memory Usage. By clicking on that arrow,
node can be sorted by memory usage in ascending order or descending order. The following
figure shows that the virtual machines are sorted by memory usage in a descending order.
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22 Panel | ORefresh ®New =S Select | —=Sort v

Name

CPU Usage

5 I Memory Usage

Disk Usage

windon

CPU Usage CPU Usage CPU Usage

Memory Usage Memory Usage Memory Usage

Disk Usage Disk Usage Disk Usage

To sort virtual machines by disk usage, select Sort > Disk Usage in Compute. By clicking on
that arrow, virtual machines can be sorted by disk usage in ascending or descending order.
The following figure shows that the virtual machines are sorted by disk usage in a descending
order.

ORefresh ®New == Select | =Sortv

Name
CPU Usage

ﬂ E Memry Usage

Disk Usage
L5211 for indowis201

CPU Usage CFPU Usage CPU Usage

Memory Usage Memary Usage Memory Usage

Disk Usage Disk Usage Disk Usage

2.2.2.5 Viewing VM Status

In Compute, all VM groups can be expanded or collapsed by clicking on the button.

To expand or collapse a specific group, click on the = button next to that group.
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View By Node

You can get the following information on virtual machine panel: power status(powered on or
powered off), CPU, memory and disk usage. Blue VM icon indicates virtual machine is
powered on, while gray VM icon indicates virtual machine is powered off.

winda

CPU Usage CPU Usage

Memory Usage Memory Usage
- - Powered Off Powered Off
Disk Usage Disk Usage

Move the cursor onto VM panel and the following buttons will appear on that card, as shown
in the following figure:

Yang
CPU Usage 0%
tMemory Usage 0%
Disk Usage 100%

To perform more operation against virtual machine, click More, as shown below:
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> ]

Power (On Shut Dowwn

For virtual machine details, you may click on VM name to redirect to the Summary page, as
shown below:

Backup

5 Refresh & Cor

Throughput ¥ | CPU | Memory | 10 Speed ¥ Last Hour

1.5Mbps

_\ —
CPU Usage Wemary Usage Disk Usage

TMbps
21 « 15 8 -
S00Kbps
1.9 GHz X4 cores Total: 8 GB Total: 499.66 GE
Free 66 GB Free: 462.07 GB Obps

03:20 03:30 03:40 03:50 04:00 04:10

received 639 Kbps — transmitted O bps

S Name: windows2012 b @ Processor 4 core(s)
Group wCenter e Wemory 368

Status Running [+ = Hard disk 1 500 GB

IP Address 192 200018 182, feB0::d098: a3cd 60092265 ° CO/DVD drive 1 Disconnectad
Datastore datastorel b Metwork adapter 1 M Network
Run on Node 192.200.19.30 b @ Video card 4MB

Guest OS: Mictosoft Windows Server 2012 (54-bit

Whiware Tools: Installed

Uptime 37 days 2 hrs 36 mins 2 secs

2.2.2.6 Viewing VM Details

There are the following tabs: Summary, Snapshot, Backup/CDP, Permissions, Tasks and
Alarms, as shown below.
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On the Summary tab, you may perform such operations as Power On, Shut Down, etc., and
view basic information and hardware configurations of virtual machine.

Summary Alarms

¢ Refresh ] Console [0 shutDown [[] Suspend &) Reboot (|) Power Off () Reset [2] Backup [3* Migrate to SANGFO...

Throughput ¥ CcRU Mermol 10 Speed ¥
ghp! ry

150Kbps

CPU Usage Memory Usage Disk Usage
100Kbps
I 75 » 100+
50Kbps
1.8 GHz X1 cores Total: 1 GB Total: 8.11 GB

Free: 355 MB: Free 5606
obps —
0330 03:40 03:50 04:00 04:10 04:20

received 49.2 Kbps  — transmitted 0 bps

VM Narme: Yong_Server 2003 b Processar 1 caore(s)
Group vCenter wm Memory 168
Status: Running [» = Hard disk 1 8GB

IP Address © CODVDdrive ! Connected

Datastore: datastorel N Netwnrk adanter 1 U Netwnrke

To refresh the Summary page, click on Refresh on the upper left corner.

To open virtual machine’s console, click Console on the Summary page, or click on the
Console button on the virtual machine panel to enter the following page. Before opening
VMware vCenter administrator console, make sure the console plug-in has been installed, as
shown below:
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00 Suspend [] Shut Down () Power Off ¢ Reset (=) CD/DVD Drive v [# Edit 5o Hot Keys » T Full Scree]

| are not installed on this viriual machine.

Press Ctrl+Alt+Delete to sign in.

3:45

=]
Click "% to send Ctrl+Alt+Delete command to guest OS.

[ -

. - .
Click = toenter full screen, and press Ctrl+Alt+Enter to exit from full screen.

To power on virtual machine, you may click Power On.
To shut down virtual machine, you may click Shut Down.
To suspend virtual machine, you may click Suspend.

To restart a virtual machine, you may click Reeboot.

When a virtual machine is in powered-on state, you can click Power Off to force it to be
powered off.

To restart virtual machine, you may click Reset.
To back up virtual machine, you may click Backup.

To migrate the VM, you may click Migrate to SANGFOR HCI.

2.2.2.7 Migrating VM From Vmware vCenter to Sangfor HCI

Virtual machines running on VMware vCenter can be migrated to Sangfor HCI.
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Migrate VM from VMware vCenter to SANGFOR aCloud pe
/ 1. VM100IS Will DE automarcally INSTallea on VIrual Macnines, Wnicn may take anout b MiNutes. WINaows VIrual macnines
will restart automatically after first startup
QXL graphics adapter will be used by default after migration of ViMware virtual machine succeeded Change the graphics

adpter mannually if display is abnormal after startup.

Current Location: VMware vCenter Destination Location: SANGFOR aCloud

VM Name: Yong_Server 2003 VM Name Yong_Server 2003

vCenter: vCenter v Group: Default Group v
Group: vCenter/CTl ESX v Datastore: VirtualDatastore1 v
Datastore: datastore1 v Storage Policy 2_replica (v
Run on Node: | yCenter/CTI ESXI/192.200.19 Run on Node: =Auto= v

Auto power on the migrated virtual machine in SANGFOR aCloud upon completion

“ Cancel

Specify the required fields under Current Location and Destination Location. Whether to
select the options Auto power off the virtual machine in the VMware vCenter to complete
migration and Auto power on the migrated virtual machine in Sangfor HCI upon
completion depends on your own needs, and then start migrating virtual machine.

Auto power-off virtual machines in the VMware vCenter to complete migration: This will
have the virtual machine powered off automatically before migration completes to have the
new changes synced to the destination location. If you do not want the virtual machine to
power off at unexpected time and interrupt the services being offered via that virtual
machine, do not select this option. You may power off the virtual machine manually when
migration completes.
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Migrate VM from VMware vCenter to SANGFOR aCloud X

o Datastore and Node o Hardware Configuration
mm ethD Connected To: edge1 Enabled
To: edge1 E A

Advanced
Adapter Model: | Realtek RTL8139 v
MAC Address:  FE:FC:FE:45:8B:30 Q
IP Address: IP address
Netmask: Netmask
Gateway: Gateway address

Ba'* “

Enabled: If it is selected, it indicates that the specified virtual network adapter is enabled.
Connected To: Specifies an edge or a virtual switch to be connected to the virtual machine.
Adapter Model: Specifies the adapter model. Options are Realtek RTL8139 and Intel E1000.

MAC Address: MAC address can be automatically generated or manually specified. MAC
address examples: 00-11-22-33-44-55, 00:11:22:33:44:55. MAC address will be changed after
the migration operation completes and you may edit the MAC address if you do not want the
MAC address to be changed.

After configuring relevant fields, click OK to start migrating virtual machine. To view
migration progress, go to Migration Process, as shown below:

Migration Progress X
3 Refresh
Status Src VM Run on No... Working D... VM Name Run on Nede Datastore Operation
@ 0% Details Yong_Server . 192.200.1.. datastore1 Yong_Server 2003 Auto VirtualDatast. . Cancel
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Tasks e

All Migration
Status Src VM Run on Node Working Da. VM Name Run on Node Datastore Operation
Migration failed Details Yong_Server 20... 192.200.19.31 datastore1 Yong_Server 2003 Auto VirtualDatastore1
Migration operat.. Yong_Server 20... 192.200.19.31 datastore1 Yong_Server 2003 Auto VirtualDatastore1

A

When migration is being performed on a virtual machine in VMware vCenter, do not power
on the VM, expand disk capacity, or roll back snapshot of that virtual machine, or else
migration may fail.

Status: Displays the following information about virtual machine: CPU Usage, Memory
Usage, Disk Usage, Throughput, CPU, Memory, 10 Speed, IOPS.

CPU Usage: Displays CPU usage of virtual machine. On the right side, you may view CPU
usage in the last hour or last 24 hours.

Throughput ¥ | CPU | Memory | 10 Speed ¥ LastHour | Last24 Hours
- 0.75%
CPU Usage Memory Usage Disk Usage

0.5%

0 = 3 100+
0.25%

1.9 GHz X 1 cores Total: 1 GB Total: 9.11 GB
Free: 994 MB Free: 569 B 0%

08:10 08:20 08:30 08:40 08:50 09:00
cpu_util 0.41%

Memory Usage: Displays the total and free memory size respectively, as well as memory
usage. On the right side, you may view memory usage in the last hour or last 24 hours.

‘ Throughput ¥ | CPU | Memeory 10 Speed ¥ ‘ Last Hour | Last 24 Hours
- 1.4GB
CPU Usage Memory Usage Disk Usage

953.67MB

0 « 2 100+
476.84MB

1.9 GHz X 1 cores Total: 1 GB Total: 9.11 GB
Free: 1004 MB Free: 569 B 0B

0810 08:20 08:30 08:40 08:50 09:00
mem_used 20.4 MB — mem_total 1 GB

Disk Usage: Displays the total and free disk size respectively, as well as disk usage. On the
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right side, you may view disk 10 speed and IOPS.

Throughput ¥ | CPU | Memory | 10 Speed ¥
- 20KB/s
CPU Usage Memory Usage Disk Usage 15KB/s
0 o 2 ] UO% 10K8/5

Sl B

08:10 08:20 08:30 08:40 08:50 09:00

8

10_read_rate 0 B/s — I0_write_rate 8 KB/s

Throughput: Displays overall throughput.

Throughput ¥ | CPU | Memory 1O Speed ¥

- 200Kbps
CPU Usage Memory Usage Disk Usage 150Kbps
O % 2 'I UO % 100Kbps
50Kbps

1.9 GHz X 1 cores Total: 1 GB Total: 9.11 GB
Free: 1004 MB Free: 569 B 0bps

o810 08:20 08:30 08:40 08:50 09:00

received 98.3 Kbps — transmitted 0 bps

Throughput (pps): Displays inbound and outbound packets per second.

‘ Throughput (pps) ¥ | CPU | Memory 1O Speed ¥

- 60pps
CPU Usage Memory Usage Disk Usage

40pps

0 « 3 100~ \
20pps

1.9 GHz X 1 cores Total: 1 GB Total: 9.11 GB
Free: 994 MB Free: 569 B 0
Pps
08:10 08:20 08:30 08:40 08:50 09:00
transmitted 0 pps  — received 24.6 pps

The Basics & Hardware Configuration section displays basic information and hardware
configuration of virtual machine. Basic information includes Name, Description, Group,
Datastore, Run on Node, Guest OS, vmTools, High Priority, Power on at host startup,
Enable memory reclaiming, Boot Order, and Uptime.
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VM Name: ‘Yong_Server 2003 b Processor 1 core(s)
Group vCenter wm NMemory 168

Status: Running > = Hard disk 1 8GB

|P Address: o CD/DVD drive 1 Connected
Datastore: datastore1 | mm Network adapter 1 VM Network
Run on Node: 192.200.19.30 H Floppy drive 1 Discennected
Guest 03 Microsoft Windows Server 2003 (84-bit) b @@ Video cars 4B
VhMware Tools: Notinstalled  How to?

Uptime: 4 hrs 43 mins 46 secs

2.2.2.8 VM Backup

Virtual machines in VMware vCenter can be backed up to Sangfor HCI platform without
installing any third-party software or plugin or purchasing any backup storage device.
Additionally, virtual machines can be recovered on Sangfor HCI from backup or recovered to
VMware vCenter.

Compute > VMware vCenter > (Yong_Server 2003) Backup

[5]1 Backup ¢33 Scheduled Backup

2.2.2.8.1 Manual Backup
On the Backup page, you may back up virtual machine manually or have virtual machine
backed up automatically. To back up virtual machine manually, you may click Backup.
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Create Backup X

Backup Name: 2020-03-15_17-14-54

Description:
Working Datastore Destination Datastore
datastore1 v ISCSI-Secondary v

[ ]Enable VSS

["]Full Backup

Add Backup Policy, to plan periodic backup. _

Specify Backup Name, Description and Destination Datastore. Then, click OK. You may
select Enable VSS and Full Backup based on your own needs.

5

Enable VSS: File system of related virtual machines will be locked for a few seconds before
backup starts, so that data in cache and memory can be saved to disk to ensure the data
integrity. This feature requires VMware Tools to be installed on the virtual machines running
in VMware vCenter and is recommended for those running applications like SQL Server and
Exchange.

After specifying relevant fields, click OK to start backup operation. You may view backup
status in Tasks, as shown below:
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Details X

Status: Completed

Action: Back up VM

Start Time: 2020-03-1517:17:37

End Time: 2020-03-15 17:20:51

Username: admin( 192.200.19.4 )

Node: 192.168.20.4

Object Type: Virtual machine

Object: Yong_Server 2003

Description: Original location: VCenter (vCenter), node (192 "), storage
(<datastore1=)
Backup location: ACloud (192 +), storage (ISCSI-Secondary)

Backup method: Full backup

Backup Name: 2020-03-15_17-14-54

Compressed backup size: 8112 MB, avg backup speed: 57.55
MB/s,time taken: 00:02:55

Original backup size: 1695 MB, avg backup speed: 11.99 MB/s

Time taken: 00:03:07 including time used to wait for system resource
and VM snapshot cleanup

After a backup is created, you may click on the backup name and then a dialog box pops up,
as shown below:

Backup Name: 2020-03-15_17-14-54
Description: -
Time: 2020-03-1517:20:40

Backup Repository: 1SCSI-Secondary

[, Edit T Delete Backup ‘L) Recover

To modify backup name and description, you may click Edit.

To delete a backup, you may click Delete Backup.
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To recover a virtual machine from its backup, you may click Recover.

2.2.2.8.2 Scheduled Backup

On the Backup page, you may also create a scheduled backup by clicking Scheduled Backup
to enter the following page. On that page, select the option Enable Scheduled Backup and
select a scheduled backup policy, then click OK.You may click Add New Policy, if there is no

schedule backup policy.
Scheduled Backup

Scheduled Backup Policy:
<None=

No appropnate policy is found? Add New Policy

5

For details about scheduled backup, refer to Error! Reference source not found. section.

2.2.2.9 VM Recovery

Virtual machines in VMware vCenter can be recovered on Sangfor HCI platform or recovered
to VMware vCenter. Enter the name of the virtual machine and select destination location,
as shown below:

Recover P4

VM Name: Yong_Server 2003_(2020-03-15_17-20-40)

Destination Location: (@) SANGFOR aCloud (O VMware vCenter
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To recover virtual machine to Sangfor HCI, select Sangfor HCl as Destination Location, as
shown below:

Destination Location: (@) SANGFOR aCloud (O VMware vCenter

Group: Default Group b
Datastore: ISCS5I-5econdary b
Run on Node: 192. A

|:| Use MAC address of original VIV

' vmTools will be automatically installed on virtual machines, which may take about 5

minutes. Windows virtual machines will restart automatically upon first startup.

Specify Group, Run on Node and Datastore, click OK, and then a new virtual machine will
be created.

Message X

Are you sure that you want to recover it and create a new virtual machine?
1. You need to connect the VM to the network manually to avoid the IP address conflict.
2. vmTools is required to be installed on virtual machines. Without vmTools installed, virtual machines cannot identify
some disks if it has three or more virtual disks (four or more when CD/DVD drive is not installed). This will also affect

backup fetching task on the virtual machines rece d from backup. If backup fetching task stops, install vmTools

red virtual machine on aCloud plat

‘orm and then restart that VIM.. vmTools will be automatically

installed during VM recovery. If that fails, install it manually.

e You need to connect the VM to the network manually to avoid the IP address conflict.

e Install vmTools on the recovered virtual machine to support IP address restoration and
improve performance of virtual machine, otherwise, some disks will not be identified if
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virtual machine has three or more virtual disks.

You may view recovery progress in Tasks.

Tasks e
All VMware vCenter VM Recovery @ Migration @
Status Src VM Recover to Bac.. New VM Recoverto ... Recover to the ... Recover to the .. Operation
0 Completed Yong_Server 2003 2020-03-15_17-.. Yong_Server 2003.. Default Group ISCSI-Secondary 192.168.20.3 View VM .

Recover virtual machine to VMware vCenter, as shown below:

Recover 4

VI Name: Yong_Server 2003_(2020-03-15_17-20-40)

Destination Location: (_) SANGFOR aCloud (@) Viviware vCenter

By default, the original location will be selected, including running and storage locations. You may
specify new ones.

Specified
vCenter: vCenter v
Group: vCenter/CTI ESXI v
Datastore: datastore1 v
Run on Node: vCenter/CTI ESXI/192° v

Specify vCenter, Group, Run on Node and Datastore, click OK, and then a new virtual
machine will be created. You may view recovery progress in Tasks.
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Message b 4

Are you sure to recover it and create a new virtual machine?
You need to connect the WM to the network manually to avoid the IP address conflict.

%
By default, the original location will be selected, including running and storage locations. You
may specify new ones.

A

You need to connect the VM to the network manually to avoid the IP address conflict.

2.2.2.10 Viewing Tasks

The Tasks page displays administrator logs about various operations performed by
administrator, such as creating a virtual machine, etc. Each log contains the following
information: Status, Action, Start Time, End Time, Username, Node, Object Type, Object
and Operation. To view log details, click View in Operation column.

Compute > VMware vCenter > (Yong_Server 2003) Summary

C' Refresh Action, node, object, descriptic O | Advanced v
Status Action Start Time End Time Username Node Object Type Object Operation
o Completed Recover VM rapidly 2020-03-15 17:30:45 2020-03-15 17:33:01 admin( 192.200.19.4 ) 192.168.20.3 Virtual ma.. ‘Yong_Server 2003_(20. View

o Completed Back up VM 2020-03-15 17:17:37 2020-03-15 17:20:51 admin( 192.200.19.4 ) 192.168.20 4 Virtual ma.. ‘Yong_Server 2003 View

0 Failed Migrate across plat. 2020-03-15 17:01:43 2020-03-15 17:01:52 admin( 192.168.20 3 ) 19216820 5 Virtual ma. . Yong_Server 2003 View

o Failed Migrate across plat. 2020-03-15 17:01:03 2020-03-15 17:01:35 admin( 192.168.203 ) 192.168.20.5 Virtual ma.. Yong_Server 2003 View

o Completed Power on VM 2020-03-15 12:20:50 2020-03-1512:20:53 admin( 192.200.19.4 ) 192.168.20.3 virtual ma.. ‘Yong_Server 2003 View

o Completed Clone VMware virt 2020-03-1512:19:19 2020-03-15 12:20:16 admin( 192.200.19.4 ) 192.168.20.3 virtual ma ‘Yong_Server 2003 View
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2.2.2.11 Viewing Alerts

On the Alarms page, you can view alarm logs. For instance, an alarm log records that VM
CPU usage is above threshold, etc. When an alarm-triggering threshold is reached, a
corresponding alarm will be triggered and an alarm log will be generated. An alarm log
includes the following information: Action, Time, Object, Object Type, Description and
Status. To view details of an alarm log, click View in Operation column.

[Compute > VMware vCenter > (Yong_Server 2003) Summary Alarms

C Refresh Y Filter Object, event, description  Q

Severity Timestamp %  Object Type Object Event Description Status

Alarm logs can be searched by action, node, object and description. By clicking Filter, you
may also specify a period of time and search term to filter logs.

Advanced Search

Start Time: 20180202 @ 00:00
End Time 20180203 00:00

Search Term:

“ Sence!

For how to configure alarm options, refer to Alarms Options section.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
161



2.3 Configuring Virtual Network

2.3.2 HowTo?

When you log in to Sangfor HCI platform for the first time, a wizard will pop up to guide you
through virtual network deployment (You can also enter the wizard by clicking How To at the
upper-right corner). The wizard contains the following information: Networking Demo,
Basic Operations, Typical Scenarios and Deployment Recommendations, as shown below:

Getting Started with Virtual Networking *

Waich the following if you are using Sangfor HCI for the: first time

s Metworking Demo
s Basic Operations
» Typical Scenarios

s Deployment Recommendations

Do not show thiz again

2.3.2 Deploying Network Topology

In Networking, you can deploy virtual network topology. To edit network topology, you must
enter editing status first, otherwise, the topology can only be viewed. Click Edit to enter
editing status, as shown below:
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2.3.3 Configuring Edge
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An edge connects physical network and virtual network. It uses physical interface or
aggregate interface to connect to physical network in Trunk mode. When configuring edge,
you need to specify port group. A port group consists of more than one interfaces with the
same configuration(such as VLAN).

To deploy an edge, drag an edge onto the canvas from the left panel, select the physical
interfaces that need to be connected and then click Apply Changes.

Topalogy Distributed Firewall
Apply Changes  Cancel

Summary - Edge =

edge2 [

Default Group

Connected Physical Interfaces

€ ib |-

Physical Interfaces

g

4 1821682036

~50q1 60°T
sdqy £8°6E

Eoetnoi10 251 251.1)

»
£

‘®
{

letn

Trunk_All e

[y etn4 (Cannectad To: edge1)

[etns

SAOH EB'BE

4 1921682037

~sdqW 60°T

[ etno (Connectad To: edge?)

en1(10.251.251.2)

l:{"a v 'Q" X ﬁ

Sangfor_SCP_6.1.0_EN(20200613)

2.3.3.1Viewing Edge Settings

Select an edge and click on Settings button on the right to enter edge settings page. On the
Settings page, you can view and configure physical interface and port group.
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Ty
Physical Network
Mo. Mode/Physical Interface
1 @192.16&.20.3&-‘mh4
2 @192.168.20.3?!eth0
Virtual Network
No. Device

4 Trunk_All {(VLAN:all Trunk)

" Sangfor_SCP_6.1.0_EN(20200613)
I eih(-192.168.20.185

edgel

= Connect To Node £ Port Group

2.3.3.12.12  Configuring Physical Interface

On the Physical Interface tab, as shown below, you can add a new physical interface, delete
or edit an existing physical interface. Each node should be specified a physical interface to
be connected to a same edge, and that interface should be connected to a same L2 switch
so as to ensure that virtual network traffic can go to physical network through any node. as
shown below:

Settings - Edge (edge1) X

P Physical Interface

Port Group
No. Mode Interface
1 192.168.20.36 [Ca]] ethar192.168.20.35)
2 192.168.20.37 [E] ethogia2.168.20.37)

2.3.3.1.2 Configuring Port Group

On the Port Group tab, you can add a new port group, delete or edit an existing port group.
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Settings - Edge (edgel) X

Physical Interface

» Port Group

No. Mame Type VLAN Connected Edit

1 Trunk_All Trunk all 1 #

To add a new port group, click Add to enter the following page and configure related fields.

Settings - Edge (edge)

Physical Interface

pPort Group

ame Type VLAN Connected Edit

‘ runk_All Trunk all 1 [#

Trunk (Multiple VLANS)

[Name]: Specifies a name for the port group.

[Typel: Specifies the type of VLAN interface, Trunk or Access. Trunk port is used for VLAN
trunking or VLAN aggregation. It allows packets that do not carry VLAN information, or carry
VLAN information but VLAN ID is within specific VLAN range; if VLAN ID is not in VLAN
range, packets will be rejected. The packets without VLAN information are allowed to go
through this port.

Access port is used for untagged VLAN. If it receives packets without carrying VLAN
information, the packets will be tagged with specific VLAN IDs, which will be removed when
the packets go out of that Access port. The packets with VLAN information are not allowed
to go through this port.

[VLAN ID]: It is required when the type is Trunk.
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[PVID]: Itis the default VLAN ID that will be tagged on the packets going through the switch
but not carrying VLAN ID.

On the Port Group tab, you may click on the number in Connected column to enter the
following page on which you can add connection to virtual machine, network
device(including router, NGAF and ADC),

Settings - Edge (edget) X

Physical Interface

P Port Group

MNo. Mame Type VLAN Connected Edit
- | Trunk_h" - a” E‘

Devices Connected to Port Group (Trunk_All) ®

(*) Add New Connection ~ Al - . VM or device name QI

¢ - To Virtual Machine Connected To Type

i To Network Device N(20200.  ethD(192 168 20 195) Virtual Machine

2.3.3.2Viewing Edge Details

On the Summary page, you can view the basic information of the edge, and the outbound
and inbound rate of the edge and port group.
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Physical Network

Edge Mo.  Node/Physical Inferface
Sty
edgel 1 [[L]|192 168 20 36/ath4

2 [/192.168.20.37/eth0
Virtual Network
Mo. Device

A Trunk_All {(VLAN:all; Trunk)

Sangfor_SCP_6.1.0_EN(20200613)
eth(-192.168.20.185

1

(] Packet Capture Summary |

7 Refresh  [# Settings () Packet Capture

Physical Interfaces Connecting to Physical Network.

Physical

Network Node/Physical Interface Throughput Qut Throughput In
() 192.168.20.36/eth4 33358 Kbps 1.41 Mbps
o] 192.158.20.37/eth) 23213 Kops 1.24 Mbps

QOutbound: 5657 Kbps
Inbound: 2 65 Mbps

G SANGFOR

Inbound: 24 .43 Kbps
Outbound: 1.05 Mbps

>

VLAN: all
Type: Trunk
Poris In Use: 1

Trunk_All

To reload the current page, click Refresh.

To change edge settings, click on Settings, and then configure physical interface and port
group.
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To capture and analyze packets, click Packet Capture, as shown below:

IR TR = (B = Ee) Summary Permissions

¢ Refresh  [# Settings = 0 Packet Capture

Physical Interfaces Connecting to Physical Network:

Physical

Network m Node/Physical Interface | Throughput Out | Throughput In
@ 192 168 20 36/eth4 333.58 Kbps 1.41 Mbps

@ 192.168.20.37/eth0 232.13 Kbps 1.24 Mbps

QOuibound: 5657 Kbps
Inbound: 2.65 Mbps

G SANGFOR

Inbound: 24.43 Kbps
Quibound: 1.05 Mbps

>

VLAN: all
Type: Trunk
Ports In Use: 1

Trunk_All

Virtual Network > Edge > edge1 > Packet Capture

Interface: Interface
e E Format: [Protocol] [Direction] [Type] <Address=

Expression” TCPDUMP expression Protocols: ip, ip6, icmp, icmp6, arp, rarp, fcp, udp
Example: IP host 210.27.48.1 and | 210.27.48.2

Directions: src, dst, dst or src, dst and src

Max File Size: 10 MB(T) Types: host address, network address, port

Logical Operation: not, |, and, && or, ||

Interface: Specifies the interface. The packets passing through that interface will be
captured.

Expression: Specifies expression to filter packets. On the right panel of the Packets Capture
& Analysis page, it displays the expression formats.

Max File Size: Specifies the maximum size of the file. If a file size is larger than the maximum,
capturing packet will stop.

Tasks: This section displays administrator logs, which record various operations performed
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by the administrator, such as creating edge. Each log contains the following information:
Status, Action, Start Time, End Time, Username, Node, Object Type, Object and
Operation. To view log details, click View in Operation column.

C Refresh

Status Action Start Time End Time Usemame
OCcmpIeled Delete port group 2021-01-20 15:43:33 2021-01-20 15:43:33 admin( 192.200.19.4)
Qcompleled Edit port group 2021-01-20 15:41:11 2021-01-20 15:41:11 admin( 192.200.19.4)
QCUmpIeled Add port group 2021-01-20 15:36:05 2021-01-20 15:36:05 admin( 192.200.19.4)
QCnmpIeied Edit edge 2021-01-19 10:35:16 2021-01-19 10:35:18 admin( 192.200.19.4)
QCompIeled Add edge 2021-01-12 22:38:28 2021-01-12 22:38:29 admin( 192.200.19.4)

2.3.4 Configuring Virtual Switch

On a virtual switch, you can add connection, and broadcast storm prevention.

First, you need to check whether overlay network interfaces(VXLAN) of each node are
configured on a same network segment. If they belong to different subnets, nodes cannot
communicate with each other through a virtual switch. To check overlay network interface
settings, select a node in Nodes, click Communication Interface andthen click on the
Overlay Interface tab to enter the following page:

EWVEEINEIEC Communication Interfaces System Disks

Management Interface C' Refresh & Settings @ Network Interface Planning Tips

An overlay network interface is used for business data transfer across nodes. VMs running on different nodes communicate with each other through this interface.
Overlay Network Interface Y 9 gl

Node Name Overlay Network Interface Interface IP Netmask Driver Type Link Mode MTU VLAN ID
Edge-connected Interface
192.168.20.3 [ etht 172.16.90.2 255.255.255.0 igh Auto-negotiation (1000 1600

Storage Network Interface
192.168.20.4 [ etht 172.16.90.3 255.255.255.0 igh Auto-negotiation (1000 1600

Flow Control
192.168.20.5 @ eth1 172.16.90.1 2552552550 igh Auto-negotiation (1000 1600

Navigate to Networking page and then drag a virtual switch onto the canvas. To make the
changes take effect, click Apply Changes.
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Topology Distributed Firewall

es__ Apply Changes Cancel

Edge

Switch \ \
& Sw it!1 1

Router

Meonitor Center

S

2.3.4.1 Viewing Switch Settings

Select a virtual switch, you can view its configuration on the right. To configure switch, click
Settings button to enter Settings page, as shown below. On the following page, you can add
connection and enable broadcast storm prevention.

2.3.4.1.1  Adding Connection

On the Device tab, you can add connection to virtual machines and network devices(such as
router, NGAF, ADC, IAM, WOC, and SSL VPN), as shown below:

Switchl

Device Packet Capture

Summary
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Settings - Switch (Switch1) X

(® Add New Connection ¥ All - - VM or device name Q I

: 1% To Virtual Machine Interface or Port Group Type

P Device

Advanced

th To Network Device

To add connection to a virtual machine, select Add Connection > To Virtual Machine, then
select the VM that you want to connect to the switch. Click OK to save the settings. as shown
below:

Select Virtual Machine ®
ExpandAllL [ Collapse All Group - - Mame QI

VM Mame Connected To
Er Virtual Machine
E} Default Group
----- -3%e Sangfor_SCP_6.1.0_EN(20... ~ None

- Sde Test Win 10 eth0
| Y

“

To add connection to a network device, select Add Connection > To Network Device, select
the network device that you want to connect to the switch and then click OK, as shown below:
as shown below:
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Select Network Device %

Expand All =]l Collapse All Device Group M . Metwork device Q I

Metwork Device Interface or Port Group

= Virtual Network

B Default Group

- & cdoet [Trunk] Trunk_Al

“

2.3.4.1.2 Configuring Advanced Settings

On the Advanced tab, you can enable and configure broadcast storm prevention which can
help to restrain outgoing packets or block some interface if multicast or broadcast storm
occurs on switch. Broadcast storm prevention is disabled by default.

Settings - Switch (Switch1) b

Broadcast Storm Prevention

p Advanced

To configure broadcast storm prevention, click Settings to enter the following page and
specify threshold.

Settings
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Settings b

Restrain data transfer rate if the threshold is reached:

Threshold: 40960 Kbps

2.3.4.2 Viewing Switch Summary

To view detailed settings of a switch, select the switch and click Summary button to enter
switch summary page. Here you can view Basics, Traffic, Status and Network. You can also

view admin logs on the Admin Logs tab.

Switchl

=] Device e Packet Capture

o Advanced =] Summary
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e

T Refresh [#, Setlings (@ Packet Capture

ast Hour

Last24 Hours | Lastmonth

Device Name Switch2 =
Type: Switch 2

Broadeast Storm
Prevention.

- _—

Ob SMb 10Mb 15Mb 20Mb 25Mb 30Mb 35Mb 40Mb 45Mb SOMb SSMb  GOMb 6.

® Inbound (Device > Switch) @ Outbound (switch > Device)

Status Device Throughput In Outbouna Packels Inbound Packets

Throughput | Packels | jamg LastHour | Last24Hous | Lastmonth
- 1AM1 144 Kbps 1.42 Kbps 2pps 2pps. 25Kbps

& e 559 Kope 443 kope Gops Sepe S
15Kbps

ToKbps

SKbps

2230 22:40 22:50 2300 2310 22:20 2330

Inbound (Deviee > Switeh) — Outbound (Switeh > Device)

To reload the current page, click Refresh.
To configure the switch, click Settings.

To capture and analyze packets, click Packet Capture, as shown below:

Virtual Network = Swilch > Swilch2 > Packet Capture

Interface: terfac
nierizce E‘ Format: [Protocel] [Direcfion] [Type] <Address=

Expression: TCPDUMP expression Protocels: ip. ip6, icmp. icmp6, arp, rarp, top, udp
Example: IP host 210.27.43.1 and | 210.27 43.2

Directions: src, dst, dst or src, dst and src

Max File Size: " MEB (T Types: host address, network address, port

Logical Operation: not, |, and, && or, ||

Interface: Specifies the interface. The packets passing through that interface will be
captured.

Expression: Specifies expression to filter packets. On the right panel of the Packets Capture
& Analysis page, it displays the expression formats.

Max File Size: Specifies the maximum size of the file. If a file size is larger than the maximum,
capturing packet will stop.

Tasks: This section displays administrator logs, which record various operations on the
switch, performed by administrator, such as adding connection. Each log contains the
following information: Status, Action, Start Time, End Time, Username, Node, Object
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Type, Object and Operation. To view log details, click View in Operation column.

Virlual Network > Switch > Switch2 Summary Permissions

C Refresh

Status Action Start Time End Time Usemame Node Object Type

o Completed Add virtual switch 2020-12-22 205257 2020-12-22 20:53:09 admin( 192.200.19.4 ) Hode-2 virtual switch

2.3.5 Configuring Virtual Router

On a virtual router, you can configure interfaces, VLAN subinterface, static route, NAT,
access control, DHCP, DNS and high availability(HA).

To deploy a virtual router, go to Networking page, enter editing status, drag a virtual router
onto the canvas and then click Apply Changes, as shown in the following page. To edit
router’s name, select the router and edit its name on the right panel.

Topology Distributed Firewall

anges. Apply Changes Cancel

Router1

2.3.5.1 Viewing Router Settings

You can configure a virtual router by clicking Settings button to enter the Settings page. On
that page, you can configure interface and VLAN subinterface, static route, NAT, access
control policy, DHCP, DNS and high availability(HA).
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Run Location: 19216582037

Interfaces

(L] etho

Connected To : -

(] eth1

Connected To : -

Routerl

‘ £ Settings | =] Summary

2.3.5.12.1  Configuring Interface

Onthe Interface tab, you can configure the router's network interface and the corresponding
VLAN subinterface.

Settings - Router (Router)

X

P Interface
VLAN Subinterface

Static Route
NAT

) Name Descripti... IP Address MAC Address Connected To Status Edit
Policy-based ...
Access Conirol eth0 - - FE:FD:FE:50:55:EF Select Ve [#
DHCP eth1 - - FEFDFEB8ST5F  Select v 2

DNS

Advanced

To add interface(s), click Add and specify the number of interfaces that you want to add.
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Edit Interface %

Enable

Mame:
Description: Optiona

IP Address: Enable IPv4 address

IP Address: Example: 192.168 @
MNetmask: Example: 255 255 2550
Enable IPvG address

“

Support to enable Ipvs and Ipv6 address in the interface.

Settings - Router (Router1) %
P Interface
_ nierface _ Subinterface
Static Route
NAT
Mame Description |P Address MAC Address Status Edit

Policy-based ...

Access Conirol

DHCP

DNS

Advanced
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Add New VLAN Subinterface

Enable

Connected To: Select
Description: Optional

IP Address: Enable IPv4 address

|F Address: Example: 1

Metmask: Example: 255.255.255.0

Enable IFvG address

VLAN ID (D

Support to enable IPv4 and IPv6 address.
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2.3.5.1.2 Configuring Static Route

On the Route tab, you can configure a static route, or multiple static routes at a time. Static
route works when the router needs to send packets to various subnets. You may add one
static route at a time or multiple static routes at a time.

Settings - Router (Router2) e
(+) Add Multiple
P Static Route
[l No. DstIP Netmask Mext-Hop IP Interface Edit
NAT
O 1 0.0.0.0 0.0.0.0 - #

Policy-based ...
Access Control

DHCP

DNS

Advanced

To add a static route, click Add Static Route and configure related fields on the following
page:

New >

Dst IP: IPv4/IPvE address

Metmask/Prefix:  Metmask/Prefix [2ngth

Mext-Hop P: IPvafIPYvE address

Interface: Auto v

Ok Cancel

Dst IP: Specifies the destination Ipvs or Ipv6 address.
Netmask: Specifies netmask corresponding to the destination IP address.
Next-Hop IP: Specifies the next-hop Ipvg or Ipv6 address.

Interface: Specifies the interface through which data is forwarded.

To add multiple static routes, click Add Multiple to enter the following page:
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Add New Static Routes %

One entry per row. Example:
Dst IP, Netmask, Next-Hop IP

192.168.1.1, 255 265255 0, 192.168 2.1

“ Cance!

One static route per row. Example: destination IP address, netmask, next-hop IP address.

2.3.5.1.3 Configuring NAT Rule

On the NAT tab, you can configure SNAT and DNAT rules. SNAT is used to translate source
IP address of a data packet, while DNAT is used to translate destination IP address of a data
packet and commonly used to publish an internal service on a publicly accessible IP address.

Settings - Router (Router2) >

Interface

Source NAT Destination NAT

£} Refresh (2 New

Q

|:| Priority Desc... Qutgoing Interface SrcIP DstIP Mapped Src IP Status Edit
Policy-based ...

Access Control

DHCP

DNS

Advanced No data available

To add a source NAT rule, click Add on the Source NAT tab and configure the fields on the
following page:
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Add New SNAT Rule %

Enable
Description:
Interface
Qutgoing Interface: -
Source
. Specified(support IPv4
srelF Ol address only)
Destination
. Specified{support IPv4
DetIF: Ol address only)

Address Translation

Specified{support IPv4

Mapped Src IP: Q) Ouigoing interface IP address only)

_

[Enabled]: Select this option to enable the SNAT rule.
[Description]: Specifies description for the SNAT rule.
[Interface]: Specifies outgoing interface through which data is forwarded.

[Source]: Specifies source IP address. Options are All and Specified. If Specified is selected,
only the IP addresses within the specified IP range will be translated

[Destination]: Specifies destination IP address. Options are All and Specified. If Specified is
selected, only the source IP addresses of the packets routed to the specified destination IP
address will be translated.

[Address Translation]: Specifies mapped source IP address. If Outgoing interface IP is
selected, source IP address will be translated to the IP address of specified outgoing interface.
If Specified is selected, source IP address will be translated to the specified IP address.

To add a DNAT rule, click Add on the Destination NAT tab, as shown below:
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Add New Destination NAT Rule %

Description:
Interface
Incoming Interface: Select -
Source
. Specified (support IPv4
SrelF O Al addrezzs only)
Destination
. o Specified (support IPv4
Dst P ) Incoming interface IP afideess anly)
Dst Port: TCP - Port number only, e.qg., 80

Bypass ACL and allow access via incoming interface

Address Translation

Mapped Dst IP:

Mapped Port: Port number only, e.g

_

[Enabled]: Select this option to enable the DNAT rule.
[Description]: Specifies description for the DNAT rule.

[Interface]: Specifies the incoming interface through which inbound traffic flows into
intranet.

[Source]: Specifies source IP address.

[Destination]:Specifies destination IP address and port. Destination IP address can be
incoming interface address or a specified IP address. If Incoming interface IP is selected, the
destination IP address will be translated to specified IP address only when the dst address is
matching with the specified incoming interface address. To translate a destination port, you
need to specify protocol, port number and mapped port. To bypass ACL and allow access via
incoming interface, select the option Bypass ACL and allow access via incoming interface.

[Address Translation]: Specifies mapped destination IP address and mapped port.

2.3.5.1.4 Configuring Access Control Policy

On the Access Control tab, you can add an access control policy. There is a default access

control policy which can be enabled or disabled but not deleted.
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Settings - Router (Router2)

Interface
Static Route
|:| Priority Description Source
NAT
Default Policy All

Policy-based ...

P Access Coniro

DNS

Advanced

1-10f1

Destination

X

Description, source, destination, s O | Advanced Search v I

Service Ac.. St Edit

[all] AllAI protocols &... Allow W

< > Entries Per Page: Page -

To add an access control policy, click Add to enter the following page:

Add New Access Control Policy

Enable
Description:

- Match Clause

Source

O Al

Interface

Specified(support IPv4 address only)

Service: Select
- Action
Action: O Alow Deny

Enabled: Select this option to enable the policy.
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Description: Descriptive information of the policy.

Filter: Specifies Source and Destination.

All: Indicates any source or destination IP address.

Interface: Specifies source or destination interface.

Specified: Specifies specific source or destination IP address.
Service: Specifies service, such as WEB, DNS and other services.

Action: Specifies action against matching packets. To allow the packets, select Allow. To
reject packets, select Reject.

2.3.5.1.5 Configuring DHCP

DHCP is used to automatically assign IP addresses to virtual machines. You can configure
DHCP address pool on the IP Address Pool tab and view status of assigned IP addresses on
the Status tab.

Settings - Router (Router1) X

Interface

1P Address Pool

© Add IP Address

No. Interface Start IP End IP Netmask/Pr. .. Default Gat... Preferred DNS  Bindi... Status Edit

Static Route

NAT

Policy-based ...

Access Conirol

To add IP address pool, click Add IP Address on the IP Address Pool tab.
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Add IP Address X

IP Address Type: ) I1Pv4 IPv6

o2
[1¢]
[3:]
(%]
4

Interface:

Start IP: Example: 192168 ,
End IP: Example: 192168 .
Metmask: Example: 255.255.255.0

Default Gateway: | Default gateway, example: 192.168.1.1

Preferred DNS: Cptional. Example: 8.5.8.3
Alternate DNS: Cptional. Example: 8.3.8.3
Advanced

o
W

On the above page, specify IP Address Type, Interface, Start IP, End IP, Netmask, Default
Gateway, Preferred DNS and Alternate DNS.

Advanced: You can specify Preferred WINS, Alternate WINS, and Lease. As for Lease, it
specifies the period that allocated IP addresses can be used, as shown below:

Advanced

T

Preferred WINS:

(]
[ |
=]

@

Alternate WINS:

[ ]
o
]

Lease: 1 day -

On the DHCPv4/DHCPV6 tab, it displays the following information: Interface, IP Address,

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
186



Host Name, MAC, Time Assigned, Lease Expiration and Bindings. To bind IP address with
a corresponding host, click Bind and specify MAC address. Thus, the IP address will be only
assigned to the host with the specified MAC address.

Settings - Router (Router1) X

Interface
IP Address Pool

Static Route

Q,

NAT

No. Interface IP Addrass Host Name MAC Time Assignad Lease Expiration Bind...

1 eth0 10.10.10.5 DESKTOP-4RQ2... fe:fic-fe: 15:b9:82 2021-01-26 23:39...  2021-01-27 2330

Policy-based ...

Access Control

2.3.5.12.6  Configuring DNS

DNS proxy can help to resolve domain names for the devices connected to the virtual router.
To edit DNS server, click Edit.

Settings - Router (Router2) *

Interface
[] Enable DNS proxy

It helps to resolve domain name for the devices connected this router

Static Route
NAT

Policy-based ...

Access Control

Preferred DNS: -
DHCP Edit

Alternate DNS: -

2.3.5.1.7 Configuring Advanced Settings

On the Advanced tab, you can enable high availability (HA) and specify a node to run the
virtual router.
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Settings - Router (Router2) X

Interface
HA
Static Route

NAT

Policy-based ...

Router Running on Node

ez Byl Choose a specific node to run the router or have it chosen automatically

DHCP

DNS

P Advanced

To enable HA, select the option HA. If HA is enabled, a second router will be built on another
node and synchronize data in real time. If one node fails, the second router will take over
seamlessly. However, synchronizing data between the two routers will consume extra
network bandwidth.

Without high availability enabled, the router will still recover to a second node, but it will take
longer to get up and running.

[Router Running on Node]: By default, the node where the router runs is automatically
selected according to the settings on the following page. You can change the current node
running the router as per your need.
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Router Running on Node %

Current Node

Mode: 192.168.20.37

Standby Mode

It fails over to the selected node when the current node fails:
) Select node based on performance
1 Select node based on priority

2.3.5.2Viewing Router Summary

You can view detailed information of a virtual router by selecting the router and clicking
Summary button. On the Summary page, it displays Basics, Traffic, Status and Network.
On the Admin Logs page, it displays administrator logs.
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Default Group v gs3

Location

Run Location: 192.168.20.37
Interfaces

(21| etno(10.10.10.1)

Connected To : Switch1

[l etht

Connected To : -
~64 bps

424 bps~

(] eth2

Connected To : -

Test Win 10

Virtual Network > Router > Router1

s Refresh [# Settings

@) Packet Capture

Device Name Router] LastHour  Last24Hows | Lastmonmn

Devices Connected / Total

Description: Eae
/
wL 113 -
Run Location 162 168 20.37
NS Proey on Prysical Network Connected Via eth
HA: on None

ob 50 Kb 100 kb 150 kp 200K 250 kp 300 kb 350K 400 KD

® Inbound (Device > Router) @ Outbound (Router > Device)

Statu Interf Throughput Out Throughout | Outbound Facket: Inbound Packsts
il nierace rmughpul Ol roughpt in uineune Packets reoung Fac Throughput  Packels #no - Last Hour Last 24 Hours Last menth
eihd (10.10.10.1) 136 bgs 424 bps 0pps vos ops
e et Dbgs 0bos 0pps 0oos
L eth2 Dbps Obes Opps Opps e
2Kops
2240 2250 2300 210 2320 2330 23.40
Inbound (Device » Router) — Outbound (Router > Device)

To reload the current page, click Refresh.
To configure the virtual router, click Settings.

To capture and analyze packets, click Packet Capture, as shown below:
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Virtual Network > Router > Router1 > Packet Capture

Interface: <Select> -
Format: [Frotocol] [Direction] [Type] <Address=

Expression: TCPDUMF expression Protocols: ip, ip8, icmp, icmp8, arp, rarp, tcp, udp
Example: IP host 210.27.48.1 and 1 210.27.48.2

Directions: src, dst, dst or src, dst and src

Max File Size: 10 ME (D) Types: host address, network address, port

Logical Operation: not, |, and, &&, or, ||

Interface: Specifies the interface. The packets passing through that interface will be
captured.

Expression: Specifies expression to filter packets. On the right panel of the Packet Capture
& Analysis page, it displays the expression formats.

Max File Size: Specifies the maximum size of the file. If a file size is larger than the maximum,
capturing packet will stop.

Tasks: This section displays administrator logs, which record various operations on the router,
performed by administrator, such as adding an interface. Each log contains the following
information: Status, Action, Start Time, End Time, Username, Node, Object Type, Object
and Operation. To view log details, click View in Operation column.

Vitual Network > Router = Router!
C Refresh
Status Acion Stan Time End Time Usemame Node Object Tyve Oblect Operation
@ Complsted 2021-01-26 233825 2021-01-26 23:3825 admin( 192.200 19.4 ) 192 188 2036 wrouter Router
@ Compistes 2021-01-26 23.37:57 20210126 233757 admin( 192.200.19.4) 192166209 vrouter Router
@ Compistes A router intertace 2021-01-26 2 2021-01-26 233408 admin( 162200.19.4) 1921662036 vrouter Routeri
@ Compicted Add router 2001012623331 2010126233332 adimin( 192200 18.4) 102 1862036 Vitual router Router

2.3.6 Configuring Virtual Network Device

Currently, the virtual network devices(NGAF, ADC, IAM, SSL VPN and WOC) could be
deployed into virtual network in Networking.

Navigate to Networking and click Templates, as shown below:
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Topology Distributed Firewall

# Edit  ( Refresh @ Test Connectivity [ Devices [H Templates | B Recycle Bin

2.3.6.1 Uploading Template

In Networking > Templates, you can upload the .vma file of a virtual network device. To
upload a template file, click Upload, select the vma file that you want to upload, and specify
datastore. Then click Upload to start upload.

Networking > Templates

@ Upload

Template Name Version Datastore Storage Polcy Last Update
> ADC
| NGAF

D 1AM

ooooog

D> SSLVPN

Datastore: ISCSI

Upload

If the template file is uploaded successfully, you will see its information in the template list,
as shown below:

Hetworking > Templates

@ Upload

Template Name Version Datastore. Storage Policy Last Upaate
p 4DC
b SSLVPN
bo1aM
4 NGAF
NFV_vAF_8.0.17_EN_20200529 8017 VirtualDatastore 3 _replica 2020-05-28 211649

NFV_vAF_8.0.17_EN_20200529_import_1 8017 test - 2020-05-29 21:16:49

To create a virtual network device, drag the virtual network device onto the canvas and
configure the basic information, then click Apply Changes.
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Topology Distributed Firewall

{i) The topology has been changed. Click Apply Changes fo save the changes. Apply Changes Cancel
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Summary - NGAF L

MGAF11 I
Antiproxy - : y
-

CAE
<V

\ i
Settings
HICs: 4 v
HA: Ha Settings ()
Datacztore: VirualDatastore1 -
Storage Policy:  2_replica -
Run Location:  -a o= -

NGAF Version: MFV_vAF_8.0.17_ = &0

Location

Run Location:
Datastore:

Interfaces

2.3.6.2 Licensing Virtual Network Device
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After a virtual network device is created, you need to license it before using it.

. L
Laocation

FRun Location: <Auto=
Datastore: VirtualDatastore1

Interfaces

[ etho

Connected To - -

7 ethi

Connected To - -

- E‘Om
Connecied To: -
NGAi;!

[ eths

Connected To - -

[ etha

Connected To - -

To license virtual network device, click Licensing button, as shown below:

NGAF Licensing x

Device Name: NGAF11 N
Licensed Hardware Usage

Configuration Standard: 100 Mbps hd

Licensed Resources

R Rom
;

Branch VPN Sites: ]

S5L VPN Users: 0

Server Access Verification: 0

Mobile VPN Users: ]

Licensed Features

Device Name: Displays the name of the virtual network device.

Configuration Standard: Specifies bandwidth for the virtual network device.
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Licensed Resources: Specifies licensed resources of the virtual network device.
Licensed Features: Displays licensed functions.

When the virtual network device is successfully licensed, it will be automatically restarted
and then you will see the Web Console and More buttons on the right panel in Networking.
To perform more operations against the virtual network device, click More, and select an
operation, such as Shut Down, Power Off, Backup, Recover, Migrate ,Clone, and Encrypt
VM.

Connected To : -

© shut Down
Lk ethd
Elﬂ (.'J Power Off
Connected To : -
Backup
1
L gy et D Recover
Connected To : -
= Migrate
™| aths W Clone
E Summary 8 Encrypt v .

More

Summary

Web Console

=

& & &
@ e e
e
2

g
g

- = o o

» Authentication System

» Security Selution

2.3.6.3 Configuring Virtual Network Device
To configure a virtual network device, select it and click on Settings button to enter settings
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page, as shown below:
_u_._é ethi

Connected To : -

— (7 eth3

Connected To - -

Connecled To =-

2.3.6.3.12  Configuring Interface

On the Interface tab, it displays the following information: Interface, IP Address, Netmask,
MAC Address, Connected To and Status. To change number of interfaces, click Edit.

Settings - NGAF (NGAF9) x
P Interface

Configuration
Interface & IP Address MAC Address Connecled To Status

Location
ethl 10.251.251.251/255.255.255.0 FE:FC:FE:SB:65:4C Select

Advanced v
ethl - FE:FC:FE:16:87:B4 Select v
eth2 - FE:FCFE:81:90:4C Select Vv
eth3 192.166.20.65/255.255.255.0 FE:FCFE:CH:C84A  test{Trunk_All) v
ethd - FE:FC:FE:D9:2A:77 Select v
eths 192.168.1.1/255.255.255.0 FE:FC:FE:AG:4C:CE  switch16 v
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,
- . N R F
(# Moie: Number of interfaces can only be increased

L%

£ Interfaces

Mew Name 3 i

L]

L4 ]

Q

To enable an interface, click on the v icon. To disable an interface, click on the
icon.

2.3.6.3.2 Modifying Configuration

Hardware configuration is displayed on the Configuration tab, including CPU, memory and
disk. Re-licensing is required in order to change the hardware configuration of the Virtual
Network Device.

Settings - NGAF (NGAF10) X

p Configuration

B cru: 2 core(s)
W Memory: 4 GB
~ Disk: 64 GB

On the above page, you can modify hardware configuration on the right.

A

Hardware configuration can only be set higher.

2.3.6.3.3 Changing Location

On the Location tab, it displays the datastore where the virtual network device is stored and
the current node running the virtual network device.
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Settings - NGAF (NGAF10)

Interface
Datastore: VirtualDatastore1

Configuration

Fun Lecation:  <Auto>

Advanced

To change the current location, click on the Change button to enter the following page and
specify destination location.

Change b
o Select Location Type a Specify Dst Location
Migration Type: Run location only

Migrate virtual machines to another node.

) Datastore and run location

Migrate virtual machines to another node and migrate their storage location to another virtual datastore or other storage.

“
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Change P

o Select Location Type e Specify Dst Location

Datastore: Datastore: VirtualDatastore1 .
Storage Policy: Storage Policy:
Mode: Mode: <Auto= -

Power on virtual machine when migration is complete

“ _

As shown above, the current location is displayed on the left side and the destination location
can be specified on the right side.

A

If the destination datastore is not shared, HA will not be supported.

2.3.6.3.4 Configuring Advanced Options

To have the virtual network device power on upon node startup, select Power on at node
startup. High priority can ensure that the virtual network device has enough resources even
when overall resources are inadequate. Reboot if error occurs enables virtual device to
restart automatically when it is not responding due to stuck. HA enables virtual network
device to be migrated to another node when the working node fails.
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Settings - NGAF (NGAF10)

Power on at node startup
High priority (ensure resources even overall resources are inadequale
p Advanced Reboot if fault occurs (reboot if MGAF i= nof responding due to stuck

HA (Migrate to another node if the node fails HA Setlings

Debug

To configure debugging options, click Debug to enter the following page. On that page, you
may select Disk write caching, which enables files on disks to be loaded to memory so as to
improve disk 10 performance.

Debug

Dizable Pause-Loop Exiting

EuEs

2.3.6.4Viewing Virtual Network Device Summary

You may view detailed information of virtual network device by selecting that device and
clicking Summary button. The following information are displayed on the Summary page:
device status, sessions, connection status, and inbound and outbound rate. On the Admin
Logs page, you can view detailed operation logs.
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[ gy th2
T Connecied To : -

(7 eth3

Connecled To - -

NGAF11

1
[ ethd

Connecled To - -

H Summary |ﬁ

Networking > Devices > NGAF11 Summary Summary Parmissions

) Refresh (3} Web-Based Console [ shut Down [ Backup [# Settings ° Licensing iy Revoke More ~

Device Name: NeaFT 2
Description: =3 =z cPU \ e

Type NGAF

Datastore: Node-2 Node-3iNode-1 19 « 99 =
Storage Policy 3 replica

Faun Location Noda s 21GHz X 2 corefs) Tota: 4 GB

Free: 2127 MB
Deployed from Templats:  NFV_VAF_8.0.17_EN_20200528 (V 5.0.17)

Disk Encryption: Mot encrypted
.
Status Interface - “Throughput Out Throughput In Outbound Packets Inbound Packets
Y eth0{10.251.251.251) 0 bps 0bps 0 pps 0pps
3 eth2 bes 0 bps 0pps 0pps
B etn3 0bps 0bps 0 pps 0pps
3 eths 0bps 0bps 0 pps 0pps

Tovougnput wo - Lo 24 Howrs | Lost o

obps

22:00 23:08 2310 2215 2320 23:25 23:20 2235 23:490 23:45 2350 2258

Inbound  — OQutbound

Onthe above page, you can perform the following operations: Refresh, Web-based Console,

Power On, Shut Down, Backup, Settings, Licensing, and Revoke. Click More to perform
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more operations, such as Power Off, Migrate, Clone, and Encrypt VM.

Hetworking > Devices > NGAF11 Summary Summary Permissions

"y Refresh {3} Web-Based Console [] Shut Down [5] Backup [# Setings Licensing ] Revoke More ~

() Power Off

[Z Migrate

Device Name: NGAF11

Drescription: Edit

2.3.7 Distributed Firewall

Distributed firewall is supported starting from Sangor HCI 5.2 version, which can achieve
control over access to any node based on virtual machine IP address, virtual machine, VM
group or VM tag.

»
-:}0 Sangfor HClez Compute Storage Reliability System
[ B
Topology Distributed Firewall
C Refiesh @ New @ PGroups Y Filter [E) Dropped Packet Logging
C Refrsh @ New © PGroups Y Filter  [E] Dropped Packet Logging
Prioity Mame Source Destination Sarvice Action Status Edit
1 Allow 3 operations by SCMP 192 168:20.195 i AR AAT protocols & pors Asow v
Dataun Poiicy a ,-. AN AN protocols & ports Ao v

To configure a firewall rule, click Distributed Firewall in Networking and then click New to
enter the following page.
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Add New Rule

¥ Enable

Mame:

- Match Clause

Source

O Any IP address
Specified IP address

Specified VMs

Destination

O Any IP address
Specified IP address

Specified YMs

tual Mach - || fual Mach - ||

Service: Salect E

Action: O Allow Deny
“

Name: Specifies a distinguishable name for the firewall rule.

To enable firewall rule, select Enabled.

Match Clause: For Source and Destination, options are Any IP address, Specified IP
address, Specified virtual machine. If Specified IP address is selected, you may select IP
Groups or IP Addresses. If Specified virtual machine is selected, you may select Virtual
Machine, VM Group, or Tags.

Service: Specifies service(s) to which the firewall rule applies.

Action: Specifies action to matching service, Allow or Deny.

2.3.8 Viewing Virtual Network Devices

Topology Distributed Firewall

& Exit C' Refresh & Test Connectivity B Devices B Templates B Recycle Bin

In Networking > Devices, there lists the following virtual network devices: virtual switches,
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edge, virtual routers, NGAF, IAM, vADC. The Basics tab displays the following information:
Status, Name, Outbound, Inbound, Interfaces, Total Interfaces, CPU Usage, Memory
Usage, Storage Policy.

o Delete

() power oft  [F8] migrate

[ shut Down

8 View by Group “€j Retresn  [3] NewGroup [ Move [> Poweron

Intertaces Connected Total Interfaces CPU Usage Memary Usage Storage Policy

Throughput Out Throughput in

" — 152 Mg 2426 kaps 1
[><] Rouler! obes 296 bps 1
[+ Swilc 296 bps 296 bos 2

Virtual network devices can be created and added to different groups so that they can be
managed by sub-administrators with different permissions.

On the Permissions page, you can edit permissions of virtual network devices.

[] shutbown (I Poweroff [ Migrate [ Delete

-8 View by Group £} Refresh New Group [Z} Move [> Power On

al Network Device(123) Administrator

Permissions.

Group Permissions Creator Eait

‘Super administrator

@ Default Group

sangfor Default Group Admin Mo

<. {ll Default Group(98)

2.3.9 Testing Connectivity

Test Connectivity tool helps administrator to quickly and easily troubleshoot network issues,
which just requires administrator to specify source and destination addresses. To test
connectivity, specify a source virtual machine and destination IP address, then click Start, as
shown below:

Topology Distributed Firewall

[ Exit (' Refresh @ Test Connectivity | @ Devices [H Templates P Recycle Bin
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Viriual Metwork > Test Connectivity

Test Connectivity

Virtual Machine: centos?-templale_Democluslel_BEl-MDT?eDED = 3858

Packet sent successiully. v

Virtual Machine: cenfosT-template_Demo cluster_93d4077e0001 [+
Cutgoing Interface: eth0: 192.165.20.52

Mode: MNode-3

Cross Any Mode: Mo

There are multiple paths between the virtual machine (centos7-template_Demo cluster_93d407720001) and the destination IP address (3.3.3.8).

Edge: test [

Incoming Interface: Trunk: 1

Data Forwarding Inferface:  [Physical] node (Mode-3)'s physical interface (eth1)
Mode: MNode-3

Cross Any Mode: Yes

A

To test connectivity from a virtual machine, that virtual machine must be powered on and
installed vmTools.

2.3.10 Virtual Network Topology

In HCI6.2.0 version, it supports auto layout, saving layout changes, restoring and exporting
topology, and selecting all pages.

Topology Distributed Firewall

[ Exit (' Refresh  TestConnectivily [B Devices [§ Templates [ Recycle Bin

-: Auto layout enables objects on the topology to be displayed in an optimal way
based on specific algorithms.
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Message X

Are you sure you want to apply auto layout to this topology?
Auto layout will automatically re-calculate position of objects on the topology

and make the objects displayed in an opfimal way based on a specific
algorithm.

Mote that the topology cannot be restored to the current one once auto layout

is applied. Click the button below to save the current topology If necessary.

Save the current topology

Before applying auto layout, you may save the current topology and then click OK to start
applying auto layout.

. 2 o\ witsn Sat 2 Bréndn Swizch

Sard Sxeves Sat & Uzer.  Managament Uzer Set2 ,r"n-\: vl St 2EN Swite wanb Hg
\ fo\

\ Lab IAM Eetd | \

| k f h / )
| ! i/ Y
. \ i\ / \
\ Il A /
\ L % = . =
| . L]
| .
Saryer Branch User FTF Sarvar =0 User =0 Sarver HQ Swpitzn 2 Branch Switzn 2
i T2t 1 User :

LA MNEAT Set 2 Las NGAF Sax

Topology can be saved, restored and exported.

To save layout changes, you may click on ﬂ
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To view topologies, you may click on .

To export the current topology, you may click on E

A

Connections cannot be restored once deleted.

To select all object that are connected to edge, select All pages,as shown below.

Delete
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2.4 Storage

In Storage, there are three pages: Summary, Virtual Storage and Other Datastore.

-E‘,‘.io Sangfor HCls2 Home Compute Networking Reliability

Summary Virtual Storage Summary

Virtual Storage
C' Refresh i
Other Dalaslores

2.4.1 Storage Summary

2.4.1.1 Storage Status
On the Summary page, it displays the following sections, Status, Storage Usage, Realtime
Status, Performance of Virtual Storage, Unread Alarms and Task Status.

C' Refiesh

= Virtual Datastores ] E Ongoing Tasks Virtuzl Datastore Capacity: Healthy @ Other Datastores 2
= Faied 0 Al 0 Data Rebuiding 0 Data Syncing 0 @ Dk Statue Healty @ Failed 0 Alett 0
DalaBalancing 0 Disk Repair o
SSD Lifetime: Heatthy @

VirtualDalastore1

m 10Speed | 10 Latency | MNode Hit Rate. Last 10 minuies =
363 tops
Raw Capacity (TE) e
o Used 21178
2
Available: 15178
Zrepica Storage Capacty  7.67T8 "
Srepica Storage Capacity 178
o
2359 2021/01/27 0001 o002 0003 0004 000 0005 0007 0008 0003
10Reads  — 10 Writes
Datastore status Type Total Usage Read Speed Wite Speed Vs (0 Running WMs ()
diest @ nNomal Local storage 3678 I 1% o8 o8 0 0
= @ tomai e — oo ! o e o 0 B

Status: This section displays the number of virtual datastores and other datastores, the
status of those datastores, the number of unread alarms, and the number of ongoing tasks,
as shown below:

= Virtual Datastores 1 E Ongoing Tasks O Virtual Datastore Capacily: Healthy @ Other Datastores 2
- les A D D 0
Failed 0 Alert 0 DataRebuilding 0  Dala Syncing ] @ e Heaitny @ Failed 0 Aledt 0
Data Balancing 0  Disk Repair 0
SSD Lifefime: Healthy @

Virtual Storage Usage: This section displays the storage usage of the entire HCl, including
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the total number of storage, the quantity already used, and the unused quantity. as shown
below:

This section also displays IOPS, |10 speed, |10 latency, storage usage, cache hit rate, and node
hit rate of the specified virtual datastore in different period, as shown below. On the
following graph, you may view IOPS, 10 Throughput, 10 Latency, and Node Hit Rate.

50 roseees | 1oLatency | Node HitRate Last 10 minutes +

36.3 0P

Raw Capacity (T8) sk

® Used 21178
2k

15178

Storage Capacity 7678 i N \Al Iy e

3-repiica Storage Capacity 4178

o
2021/01/27 0001 0002 00:03 o0:04 o005 00:06 00:07 00:08 00:09

10 Reads  — 1O Writes

To specify Period, you can choose Last 10 minutes, Last hour, Last 4 hours, Last 24 hours,
Last 7 days, or Specified to customize a new period, as shown below:

Last 10 minutes =

Last 10 minutes
Last hour
Last 4 hours

Last 24 hours

Last 7 days

1 Specified
Time Range b

StatTime: 20200318 o : oo

1

End Time:  2020-03-17 oo oo

1

IOPS: Indicates virtual storage input/output operations per second, which represents 10
performance of virtual storage.
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m 10 Speed 10 Latency Node Hit Hate Last 10 minutes -

IOP5

0001 00:02 00:02 00:04 00-05 00:06 00:07 00:08 0009 0010

10 Speed: Indicates bytes read or written by virtual storage per second, which represents |0
throughput of virtual storage.

10PS 10 Latency Meode Hit Rate Last 10 minutes =
9527 ME/s
47.68 MB/s AR A
0B/s —_—
00:01 00:02 00:03 00:-04 00:05 00:08 00:07 00:08 o0:09 00:10

10 Read — 1O Write

IO Latency: Indicates how long it takes for virtual storage to perform each write/read
operation. Through 10 latency trending graph, you may know storage 10 load. If 10 latency
increases, it indicates that |0 request is in queue and IO performance becomes poorer.
Generally, it indicates that 10 load is low if the average 10 latency is less than 3oms and that
IO load is normal if the average IO latency is less than 6oms.
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I0PS 10 Speed Node Hit Rate Last 10 minutes -

phor it~ A\

00:01 00:02 00:03 00:04 00:05 00:06 00:07 00:08 00:09 00:10

IO Read — 1O Write

Bar graph of Node Hit Rate shows the average hit rate of different nodes.

IOPS 10 Speed 10 Latency Mode Hit Rale

100%

a8% 29%

50%

Mode-2 Hit Rate @ Hode-3 Hit Rate Mode-1 Hit Rate

Realtime Status of Other Storage: This section displays the name of datastore, storage
type, datastore capacity and usage, read and write speed, the number of virtual machines
stored on the datastore, and the number of running virtual machines, as shown below:

Datastore Status Tyme Total Usage Read Speed Wiite Speed s () Running ¥Ms (1)
Local-storage @ Mormal Local starage 44108 1 3% 08rs 08is 0 0

1508l @ rormal iscs! 43608 84% 08rs 13.3Kers 18 7

Unread Alerts: This section displays unread alarms, and you can click |All Alarms to view
those alarms in details.

Task Status: This section displays the ongoing data sync and data balancing tasks, and you

can click |All Tasks to view details.
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Object Timestamp Description Object Status Action Virtual Datastors Frogress

dtest 2020-12:28 145924 Node (Node-3)'s datastore (ctest) status anomaly. Please make sure
dest 20201228 14:28:47 Node (Node-3)s datasiore (ctest) status anomaly. Fleass make sure
VirtualDatastore1 2020-11-28 15:47:59 Node (Node-1)'s datastore (VirtualDatastore1) is disconnected. Pleas
VirtuaiDatastore 1 20201128 151759 Node (Node-1)s datastore (VirtuaiDatastore1) is disconnected. Pleas
VirtualDatastore 1 2020-11-26 14:47:57 Node (Node-1)'s datastore (VirtualDatastore1) is disconnected. Pleas.
" All Task:

2.4.1.2 Storage Forecast

aSAN analyzes a large amount of real business scenario data, the underlying algorithm
library integrates a variety of machine learning and deep learning algorithms, and
independently developed the storage forecasting module, including bad sector prediction,
capacity prediction and SSD life prediction functions.

—

C Refiesh

= Virtual Datastores g Ongoing Tasks rual Datasiore C Heatth Other Datastores
- aied . Data Rebuld Data Syr Failed
Data Bala

1. Storage Capacity

aSAN can dynamically predict the capacity growth trend in the next go days based on
the capacity usage of customer clusters. In the capacity forecast interface, users can
switch to view the bare capacity of different storage volumes, the actual capacity
used and the dynamic forecast curve, and the user is prompted in the section surface
that the capacity used is expected to reach the capacity alarm threshold (90%) in xx
days.

Storage > Summary > Storage Forecas!

C Refresh

Storage Capacity | Heathy

¢
stmated AleMng DAtastores in Next 90 Days: 0
Dat Last ]
2 B e 100e
29178 o
3 607
8
P - S
/
. S
— — 0
2 2021-03-01 2021-03-08 2021-03-15 2021-03-22 2021-03-29
== Free Raw Capacity ~— Used Capacity Alert Trigger

2. Bad Sectors

By collecting and analyzing the SMART data, performance parameters and hard disk
log information of a large number of customers' real use scenarios, combined with
advanced algorithm training models, Sangfor has independently developed a highly
accurate bad sector forecasting function, and the aSAN bad sector forecasting
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accuracy rate is up to 95% or more through a large number of different business
scenarios.

aSAN can dynamically sense which hard disks in the cluster are most likely to have
bad sectors according to the upper business pressure and cluster hard disk usage, and
prioritize them for bad sector scanning, which can shorten the actual window for hard
disk bad sectors to be found from a week or even a month to a day, and combine
aSAN bad sector scanning and repair to form a closed-loop processing of hard disk
bad sectors, which greatly shortens the risk period of data being in "single copy" due
to hard disk bad sectors.

Storage > Summary > Storage Forecast
C Refresh

Bad Sectors

Bad Sector Prediction Bad Sector Scan 3 Bad Sector Repair

Bad Sector Prediction Bad Secior Scan (iast 7 days) Bad Sector Repar Status

GELNUN Norme Heairy None © Heatny
— Nomal Heaimy Hon © Heatny
Norma Healty Hone © Heatry
Noma Heatiny None © Heatn
Norma Heattny None © Heat
Nommal Heattny Hone © o
Norma Heaim Hone © Heatny
Nomal Heaimy Non © Heatny

In the Bad Sectors interface, users can see the hard disk bad sectors forecast results,
actual scan results and bad sector repair, and at the same time will also be based on
the number of hard disk bad sector risk assessment of the hard disk, for the history of
a high number of bad sector hard disk alarm, prompting users to replace the hard disk
as soon as possible to prevent data loss due to excessive number of bad channels
resulting in hard disk damage.

SSD Lifetime

aSAN collects and analyzes the SSD hard disk 10 data in the cluster, calculates the
remaining life of SSD hard disk, and displays the expected remaining available time
of SSD in combination with the upper business pressure, and divides the three life

levels of "healthy", "risk" and "high risk" according to the prediction result, prompting
users to replace the SSD hard disk in the cluster with critical life in time.
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Heaithy ad Se S | Healny SSD Lifetime  Heanny

Disk Remair g Estmaled Available Lifetme Lifetime Status

182.200.19. 1BPHYMS0II01FP430BGN a5% More than

@ Heaitny

182.200.19.19Dik 0 5% Mors than 5 years © Heany

High Risk: Remaining life <= 10%
Medium Risk: Remaining life <= 15%

Healthy: Remaining life > 15%

2.4.2 Virtual Storage

Sangfor virtual storage (later renamed Sangfor aSAN)) is storage virtualization software
developed based on distributed file system, to adapt to the trend of storage virtualization.
Currently, aSAN software is embedded into Virtualization Management Platform (VMP),
through which all hard disks (except for system disk) on the physical machinesin a cluster are
managed together.

Onthe Virtual Storage page, there are five tabs: Virtual Datastores, Physical Disks, Shared
Disks, iSCSI Virtual Disks and Storage Policy, as shown below.

Vnasoe |

Virual Datastores C Refresh @ New M Expand Capacity

£} Settings (@ About Storage Policy

Physical Disks
’ virtualDatastore (EEED >

Shared Disks

i5CS1 Virtual Disks. Basics Capacity: 36.26 TB in total Storage Forecast | Healthy

Datastore Type: Ordinary datastore
Storage Policy e ® Used 21478 Estimated Disks with Bad Seslors (next 7 days): 0

HDDs: 10 SSDs (ife - )«
Available: - SSDs (ife remaining <= 180 days): 0

3-replica Slorage Capacity  4.1TB

182 MBis
141 MBis

2.4.3 Virtual Datastores

In 6.2.0, for cluster with 3 nodes and above can be divided into different virtual datastores,
so as to meet requirements for |0 data and performance segregation for different businesses.
Each resource pool is a virtual datastore.

On the Virtual Datastores tab, it displays name, status, total capacity, usage, read and write
speed, number of replicas, nodes, disks and virtual machines, as shown below:
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o |

@ about Storage Policy

Name Status Ditactare Type Capacity 10 Speed Nodes. Disks Whs Operation

Raw Capaciy 2078, &va Wit 4.4 MBIS

storet @ Normal Ordinary datastare Read: 7.6 WBfs

2 1 m Detai

To view detailed information of a virtual datastore, you may click on the name of the virtual
datastore. For details, you may refer to the Error! Reference source not found..

To view disks in detail and manage disks, you may click on the number under Disks. For
details, you may refer to the Error! Reference source not found. section.

To view details of the virtual machines, you may click on the number under VMs, as shown
below:

= —
up == Select =St essMare

A 3 vintual ma

CPU Usage 9%

-{ll DefaultGroup(0)

CPLU Usage

CPU Usage CPLU Usage 1% CPU Usage 26%

Memaory Usage Memory Usage Memaory Usage 14% Memory Usage 16% Memory Usage 29%

Disk Usage Disk Usage 3%

Disk Usage Disk Usage

Dizk Usage 3T%

2.4.3.1 Creating Virtual Datastore

To create a second virtual datastore, there must be at least three nodes in the cluster. There
are four steps to create a new virtual datastore: 1) Specify Datastore Type 2) Select node(s)
3)Specify use of disk 4)Confirm configurations. The following illustrates the creation process
in details:

Create Virtual Datastore x

o Select Datastore Type o Select Node o Select Disks ° Use of Disks o Confirm

Create Virtual Datastore 4

o Basics o Select Node o Use of Disk e Confirm

1. Specify basic information for the virtual datastore. You should specify virtual datastore
Name and Type whether it is Ordinary Datastore or Stretched Datastore.

Ordinary datastore: Ordinary datastore use automated tiering to give full play to the
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advantages of SSDs and HDDs to achieve excellent performance. 2 datastores can be
created using 3 nodes/hosts.

Stretched datastore: Stretched datastore used to build an active-active data center.
Host comprising a stretched datastore are deployed in 2 server rooms which function as
primary and secondary fault domain. Multiple replicas will be written into the 2 fault
domains respectively to achieve zero RPO.

Create Virtual Datastore x

o Select Datastore Type o Select Node o Select Disks ° Use of Disks o Confirm

Virtual Datasiore Name: irualDatastore2

Type: O Ordinary datastore Stretched datastore

Introduction
Ordinary datastores use automated fiering to
give full play to the advantages of S5Ds and
HDDs and achieve excellent performance.
Based on specific disks, up to 2 datastores

m m E - can be created using 3 hosts.

@ m Autor Configuration Requirement

For ordinary datastore, nodes can use S5D or
HDD as data disk.

Features

Logical subvolume, auto tiering, aRaid2 0

“

2. Select node(s) that you want to add to the virtual datastore.

First, select the Method where it will be Use disks on new hosts or Use unused disks
added to existing datastores.

Use disks on new hosts: Create virtual datastore based on nodes. Every first virtual
datastore of the cluster must select this option.

Use unused disk added to existing datastores: Create new virtual datastore based on
disk available on the nodes created with the “Use disks on new hosts".

Prerequisites of adding VS with [Use unused disk added to existing datastores]:
1. Version 6.2.0 and above
2. There are existing virtual datastore which created based on nodes.

3. Required at least 3 nodes in the cluster.
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There is a list displaying node information such as node name, node IP, total SSDs and
HDDs. You should select the node(s) from that list that you want to add to virtual
datastore. Note that at least three nodes are required to create a second virtual datastore.

Create Virtual Datastore x

0 Select Datastore Type o Select Node o Select Disks o Use of Disks o Confirm

Configuration Guide

Method: Use disks on new hosts () Use unused disks added to existing datastores
Select an exisfing datastore and use unused disks to create a new datastore: 3 node(s) selected
MNode Mame Mode [P Toal SSDs Free 55Ds Toal HDDs Free HDDs

(] 4 VirtualDatastore1

Naode-1 192.168.20.3 3 1 3 0
Node-2 192.163.20.4 z 0 4 0
Node-3 192.168.20.5 z 0 3 0

Best Practice: Less than 12 nodes associated with a datastore

P'ev “

3. Select disk

There is a list displaying all disk available in the selected nodes. Select the disks from the
list that you want to add to the virtual datastore.
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Create Virtual Datastore %

0 Select Datastore Type 0 Select Node o Select Disks o Use of Disks ° Confirm

Select disks to be added to the datastore Selected: 1 550s, 2 HDDs
Quick Select
Digk Type Size
4 192.168.20.36
Disk 1 SATAHDD 182 TB
Dia 4 188:2037
INTEL SSDSC2EB240G6 PHWAS46603DZ. .. SATASSD 223.57 GB
WDC WD2000FYYZ-01UL1B2 WD-WMCAHP.. SATAHDD 182TB

“

4. Specify use of disk.

In this step, you will see the following information of discovered disks(system disk is not
listed): disk name, disk type, disk size and use of disk. Then, you should specify use of
those disks. Disks that are added to virtual storage can be used as data disk, cache disk
or spare disk.

Data disk: It is used to store disk data files of virtual machine and create virtual disk. Its
capacity should be greater than or equal to 200GB.

Cache disk: It is used for caching, to improve performance of virtual storage. SSD is often
used as cache disk. Its capacity should be greater than or equal to 100GB. Since version
HCls.3, SSD cannot be used as cache disk to add to virtual datastore if it is not an SSD for
data center, and storage performance may be affected without cache disk.

Spare disk: It acts as backup of data disk on virtual storage, and is always ready to replace
the data disk when it fails. Once the failed disk recovers, it returns to spare disk. Its
capacity should be greater than or equal to 200GB.

If none of the above uses is selected for disk, it may not associate with virtual storage.
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Create Virtual Datastore X

* MNode: 192.168.20.192 Data disk: 2 Cache disk:1
DiskG... Disk Type Disk Size Use of Disk Operation
Disk 0 j=t=in} 22357 GB Cache disk
Group 1 Disk 2 HDD 18278 Data disk W Edit Delete
Digk 1 HOD 1.827T8 Data disk

~ Mode: 1892.168.20.191 Data disk: 2 Cache disk: 1
Disk G... Disk Type Disk Size Use of Disk Operation
Disk 0 550 223.57 GB Cache disk
Group 1 Disk 1 HOD 1.827TB Data disk Edit Delete

Confirm configuration.

After configuring use of disk, you need to type admin password to confirm the operation
of creating virtual datastore.

Create Virtual Datastore X

0 Basics 0 Select Node 0 Use of Disk o Confirm

Confirm Configufation of Yirtual Datastore {/irtualDatastore 1)

3.62TB 7.28TB 2 2

Available Space Total Space Modes Replicas

Wirtual Datastare:

Mode Mame Disk Groups Cache Disks Data Disks Spare Disks Free Disks Total Space
19216820192 1 1 2 1] 1] 364 TH
192.168.20191 1 1 2 1] 1] 364 TH

2.4.3.2 Expanding Capacity
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Capacity of a virtual datastore can be expanded by adding more nodes or disks to it. Before
expanding capacity via node, storage network interface of the new node should be specified.
Steps of capacity expansion include the followings: 1) Select virtual datastore for which you
want to expand capacity 2) Select a type to expand capacity 3) Specify use of disks 4)Confirm
configurations.

Virtual Datastores C Refiesh | @ New | # Expand Capacity L} Seftings

Physical Disks

VirtualDatastore1 @ >

Shared Disks

. . Basics Capacity: 36.26 TB in total
iSCSI Virtual Disks Y
Datastore Type: Ordinary datastore .|
Storage Policy Host Gount 3 ® Used 212TB
HDDs: 10
Available: 131 TB
S50s: [
2-replica Storage C-apacity 75TB
Cache Space: 7.2%
WM Count 197 3-replica Storage Capacity 41TB
10 Read 9.4 MB/s

10 Wirite: 6 MEfs

Expand Capacity X

o Select Virtual Datastore o Select Node e Specify Fault Domains ° Select Disks o Use of Disk o Confirm

1. Select virtual datastore.

Thereis alist displaying information of virtual datastore: datastore name, datastore tpye,
total capacity, free space, the number of nodes, the number of disks that have been used
and the number of free disks. From the list, select the datastore for which you want to
expand capacity.

Expand Capacity X

o Select Virtual Datastore o Select Node e Specify Fault Domains ° Select Disks o Use of Disk ° Confirm

Select the virtual datastore for which you want to expand capacity.

Mame Datastore Type Total Free Modes Disks Used Disks Available

| VirtualDatastore1 Ordinary datastore 363TB 15.1TB 3 16 1 |

2. Select the to expand capacity. You may select Expand capacity via node or Expand
capacity via disk. If Expand capacity via node is selected, the following page will be

shown:
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Expand Capacity X

0 Select Virtual Datastore e Select Node o Select Disks ° Use of Disk o Confirm

Zelect the nodes to expand capacity of the (WirtualD 1) 1 node(s) selected
Mode Name MNode IP Datastore Toal SSDs Free S5Ds Toal HDDs Free HDDs
MNode-1 192.166.20.3 VirtualDatastore1 3 1 3 o

Recommendation: 8-12 nodes for one virlual datastore

Frev “

3. Select Disks

Expand Capacity X
0 Select Virtual Datastore O Select Node o Select Disks ° Use of Disk o Confirm
Select disks o be added to the datastore Selected: 1 550s. 0 HDDs
Quick Select
Disk Type Size

4 MNode-1

Disk 7 SATASSD 44713 GB

Disk 7

Frev “

4. Configure use of disk.

In this step, you will see the following information of available disks(system disk is not
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listed): disk name, disk type, disk size and use of disk. Then, you should specify use of
those disks. Disks that are added to virtual storage can be used as data disk, cache disk
or spare disk.

Data disk: It is used to store disk data files of virtual machine and create virtual disk. Its
capacity should be greater than or equal to 200GB. The number of data disks should be
multiple of the data replicas, or else some data disks cannot be added to virtual
datastore.

Cache disk: It is used for caching, to improve performance of virtual storage. SSD is often
used as cache disk. Its capacity should be greater than or equal to 100GB. Since version
HCls.3, SSD cannot be used as cache disk to add to virtual datastore if the SSD is not an
SSD for data center, and storage performance may be affected without the cache disk.

Spare disk: It acts as backup of data disk on virtual storage, and is always ready to replace
the data disk when it fails. Once the failed disk recovers, it returns to spare disk. Its
capacity should be greater than or equal to 200GB.

Expand Capacity X

0 Select Virtual Datastore Q Select Node Q Select Disks o Use of Disk ° Confirm

[l ExpandAll [T Collapse All [ Edit Disk Group About Disk Grouping @

- Mode: Node-1 Datadisk -3 Cachedisk:2 Free:1

Disk Group Disk Type Disk Size Use of Disk
Disk 0 S5D 4471 GB Cache disk
Group 1
Disk 2 HOD 36TB Data disk
Disk 1 S5D 4471 GB Cache disk
Group 2 Disk 3 HDD 36TE Data disk
Disk 5 HOD 36TB Data disk
Free Disk 7 35D 4471 GB Free
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Edit Disk Group: Allow to edi the existing disk group by adding or removing disk from the
disk group. When trying to expand the datastore with new disks, you may need to edit
the disk group manually to add the disk normally.

If none of the above uses is selected for disk, it may not associate with virtual storage.
Edit Disk Group: Allow to edi the existing disk group by adding or removing disk from the
disk group. When trying to expand the datastore with new disks, you may need to edit
the disk group manually to add the disk normally.

If none of the above uses is selected for disk, it may not associate with virtual storage.

Expand Capacity X
0 Select Virtual Datastore Q Select Node O Select Disks o Use of Disk o Confirm
[l ExpandAll [ Collapse All | [ Edit Disk Group About Disk Grouping @
- Node: Node-1 Data disk -3 Cachedisk:2 Free: 1
Disk Group Disk Type Disk Size Use of Disk
Disk 0 S5D 4471 GB Cache disk
Group 1
Disk 2 HOD 36TB Data disk
Disk 1 S5D 4471 GB Cache disk
Group 2 Disk 3 HDD 36TE Data disk
Disk 5 HOD 36TB Data disk
Free Disk 7 35D 4471 GB Free

Frev “
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Expand Capacity X

Q Select Virtual Datastore 0 Select Node 0 Select Disks ° Use of Disk ° Confirm

[l ExpandAll [T Collapse Al () Restore Defaults About Disk Grouping @
+ Mode: Node-1 Data disk : 3 Cachedisk:2 Free:1
Diisk Gr.... Disk Type Disk Size Use of Disk Operation
Disk 0 S5D 4471 GB
Group 1 Edit
Disk 2 HOD 36TB
Disk 1 S5D 4471 GB
Group 2 Disk 3 HDD 16TE Edit
Disk 5 HOD 36TB
Free Disk 7 35D 4471 GB Free -

“

Edit Disk Group ®

Add free disk to Group 1.

Free Disks Dizks In Thiz Group
Disk Type Disk Size Disk Type Disk Size
Dizk 7 55D 4471 GE - Disk 0 S5D 4471 GB
- Disk 2 HDD 3.6TB
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Expand Capacity X

O Select Virtual Datastore O Select Node o Select Disks o Use of Disk o Confirm

[l ExpandAll [T Collapse Al () Restore Defaults About Disk Grouping @
= MNode: Mode-1 Data disk - 4 Cache disk:- 2
Diisk Gr.... Disk Type Disk Size Use of Disk Operation
Disk 0 55D 4471 GB
Group 1 Disk 2 HDD 16T Edit
Disk 7 55D 4471 GB Data disk -
Disk 1 S5D 4471 GB fala st
Cache disk
Group 2 Eeoe S S=L= Edit
Disk 5 HOD 36TB

Frev “

5. Confirm configuration.

After configuring use of disk, type virtual datastore name and admin password to confirm
capacity expansion operation.

A

Note that node or disk that has been added to virtual datastore cannot be removed, and
disk will be formatted and emptied once the capacity expansion operation is confirmed.
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Expand Capacity b4

0 Select Virtual Datastore 0 Method Q Use of Disk o Confirm

Confirm Configufation of Virtual Datastore (vs_vol_rep2):

1.41TB _ 479.63GB | 959.96 GB 0

Total Current Increased MNew Nodes
Type Dizks Total Capacity

Spare disk 0 0B

Cache disk 3 360 GB

Data disk g 2TB

Free disk 0 =

Confirm Disk Expansion (once added, node or disk cannot be removed and disk will be formatted and emptied)

Virtual Datastore Name:

Type admin Password:

2.4.3.3 Configuring Advanced Settings

In Storage > Virtual Storage > Virtual Datastore, you may click Advanced to configure
more. On the Advanced page, there are Data Balancing, Data Rebuilding ,Storage Area
Network , VM Running Across Datastores and Intelligent Rate Restriction, as shown
below:
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Advanced

Reliability Settings

When the system detects that disks are not evenly used, it will conduct data balancing to move data from

the high-usage disk to the low-usage disk to make the best use of resources on each node.

Data Ba ng Select a Schedule time which is not normally busy to minimize system impact while data balancing is being
_ performed.
Data Rebuilding
Wirtual Datastore Status Schedule {every day) Edit All
Bad Sector Scan
VirtualDatastore1 @ Enabled 0100 . - 00D

IO Timeout Handling

Linked Clone
Storage Area Network
VM Running Across Datastores
Intelligent Rate Restriction

In-memory Read Caching

Data Balancing: You can create data balancing task for different virtual datastores. After the
task is created, available storage space of each node will be restricted within a certain range.
If the remaining storage space is below a certain range, the data balancing task will be
executed automatically to have VM files stored on the node short of resources moved to
another node. Data that have been migrated will be evenly written into each disk so as to
keep disk usage balanced.

' When the system detects that disks are not evenly used, itwill canduct data balancing to maove part of
data from highlyv-used disk to lowly-used disk to make best use of resources on each node.
Select a period that business is not busy for Schedule, and the systerm will conduct data balancing
during that time period.

Yirtual Datastore Status Schedule (Every day) EditAll

virtualDatastare @ Enabled

A

Since performance of virtual machine will be affected during data balancing,virtual machines
of high priority will not chosen to perform data balancing. Virtual machines will not be
migrated back immediately after migration.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
228



Data Rebuilding: Taking data with two-copy policy as the example, when components (disk
or host) in storage volume suffer physical fault, the other copy of the data of faulted
component is stored on other components to ensure normal reading and writing of virtual
machine, but meanwhile the redundancy of storage volume is reduced, which will lead to
data loss if the component storing the other copy also breaks down.With data reconstruction,
when component breaks down, the other copy of the data on faulted component will be used
as the recovery source to reconstruct a new copy on the target component in fragments to
recover completeness of the copy and realize system self-recovery.

you can specifie the time for confirming certain node or disk failure before data rebuilding.if
the time is reached but the issue is still not fixed,data rebuilding will be executed
automatically,as shown below:

Advanced

Reliahility Settings (1) The following specify the tirme for confirrming certain node and disk failure before data rebuilding. [fthe time
is reached but the issue is still not fixed, data rebuilding will be executed automatically.
Diata Balancing
Host Fault Confirmation Time: 4 hour{s) (for datastores involving more than 3 nodes)
Diata Rebuilding
Disk Fault Confirmation Time: 30 minute(s) {for datastores invalving mare than 2 nodes)

B: ector nning
10 Timeout Handling

Link lone

Bad Sector Scanning: Hard disk will be periodically scanned for bad sectors. If any bad sector
isdetected, disk repairing will be conducted. To ensure scanning speed, it is better to perform
scan during off-peak hours.

Advanced
l Hard disks will he periodically scanned for bad sectars. Ifany had sector is detected, disk repairing will be
conducted. To ensure scanning speed, itis better to perform scan during of-peak hours.

Yirtual Datastore Status Schedule (Every day) EditAll

virtualDatastare1 @ Enabled 0100 » - 0500 W

D Tirmeout Handling

Link slone

10 Timeout Handling: When IO read latency on a VM is higher than the threshold specified
below, the system will automatically read data from other VM replicas to ensure business
continuity.
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Advanced

ettings
- (rwhen 10 read latency on a %M is higher than the threshold specified below, the system will automatically
Data Balancing read data from other M replicas to ensure husiness continuity.
Wirtual Datastore Read Timeout Handling Read Request Timedout
VirtualDatastore @ Enabled = 3 L

Linked Clone: As virtual machines cloned from a certain virtual machine use the same data
by default and too many uses of that data will cause read/write load balancing issue. To
ensure business performance and continuity, you may specify a data reuse limit below, so
that a new piece of data will be automatically duplicated for subsequent reads and writes.

Advanced

(1) As virtual machines cloned from a certain vitual machine use the same data by default and too many uses
of that data will cause readfwrite load halancing issue. To ensure business perdormance and continuity,
you may specify a data reuse limit below, sothat 2 new piece of data will be automatically duplicated for
subseguent reads and writes.

Data Reuse Limit: 2] (2~128 allowed)

Storage Area Network: You can change deployment mode(Link aggregation disabled,
Link aggregation with one switch, Link aggregation with two switches) in Settings,as
shown below:
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Advanced

(i} Independent storage area netwoark is mare efficient in data transmission and consistent in data sync.
It requires each hostto provide a separate interface as storage network interface.

Deployment Mode: Link aggregation with one switch

Maode Name Physical Interface Interface IP Megotiated R.... MU Status

10 Timeout Handling 192.168.20.3 eth2, eth3 10.51.25.1 1000Mb/s 1400 Q Mormal
192.168.20.4 eth2, eth3 10.51.25.3 1000Mbis 1400 Q Mormal
192.168.205 eth2, eth3 10.51.25.2 1000Mb/s 1500 Q Marmal

IP Address: 192.168.20.1

Take changing deployment mode to Link aggregation with one switch for example, select
the option Link aggregation with one switch(Recommended) first, as shown below:

Settings b’

o Deployment 2 Select Storage Network Interface

Deployment Mode (for data communication ameng clustered nodes)

(O Link aggregation disabled (@) Link aggregation with one switch () Link aggregation with two switches

Link aggregation with one switch
Benefits

It improves fault tolerance capabilities of storage area network, because failure of

one link will not exert any impacts on the virtual storage.

x Drawhacks

Once switch fails, the virtual storage would get offline.

MNotes

== -
Storage area network (SAN) is used for data transmission across nodes. Please
connect the objects with cables according to the diagram.

The switch may be layer 2 switch, no change required.

142
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Click Next to configure storage network interface, and then click Finish.

Settings b

o Ceployment e Select Storage Metwork Interface

Storage Network Interface (Deployment)

Node Mame Physical Interface Aggregate Interface |P

192.168.20.3 eth2(1000Mb/5),eth3(1000Mb/s) v 10.51.25.1 24 & Normal
192.168.20.4 eth2(1000Mb/s),eth3(1000Mb/s) v 1051.25.3 j24 @ Normal
192.168.20.5 eth2(1000Mb/s),eth3(1000Mb/s) v 1051.25.2 24 @ Normal

Independent storage area network is more efficient in data transmission and consistent in
data sync. Furthermore, independent storage area network helps to reduce data sync risk
caused by network connection error, since virtual storage contains crucial business data. The
drawback is that additional interface must be provided on the node for the storage to
communicate across nodes

Test Connectivity: It is used to test whether the node is offline. First, you need to specify an
IP address which should better be router IP address.

Test Connectivity b

Q This IP address is used to ping connectivity to the node to check
whether it is isalated when there are only two nodes involved in virtual
datastore. Read Mare

Better be a router IP address that is always connected.

IP Address: 192.168.20.1

@
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In case that the working node gets offline, virtual machines running on it may be recovered
on another clustered node, which may lead to two instances for one virtual machine when
the failed virtual machine recovers and interrupts the service. For that reason, we need to
stop the instance on the offline node to ensure business continuity.

VM Running Across Datastores: This enables virtual machines to run across virtual
datastores. It should be configured only when the number of virtual datastores is greater
than or equal to 2. IP addresses in the pool should be in a 24-bit subnet that is exclusively
used by the cluster.

Advanced

-:E::- Specify an IP address pool o enahle virtual machines to run across virtual datastores.
It should be a 24-bit subnetthat is exclusively used by the cluster.

IPAddress Pool: 10 . 251 . 10 0 j24
1ning

IO Timeout Handling

Intelligent Rate Restriction

In-rnermory Caching

Intelligent Rate Restriction: Restrict data transfer rate for ongoing non-business tasks such

as data migration and reconstruction, etc,accordiing to 10 performance,to ensure business
continuity.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
233



Advanced

(1) Restrict data transfer rate for ongoing non-business tasks such as data migration and rebuilding, etc.,

according to 1O performance, to ensure business continuity.

Data Balancing

Yirtual Datastore Restrict Transfer Rate
Data Rebuilding

virtualDatastare @ Enabled
ing

10 Timeout Handling

Intelligent Rat:

In-memar

In-memory Read Caching: In-memory read caching accounts for 1/16 of host memory, which
cannot be used by virtual machine. You may disable it and change to cache size.

Advanced

(1) In-memory read caching accounts for 1416 of host memary, which cannot be used by vitual machine. You
may disahle it and change cache size.
Changing in-memory read cache size will make cached data invalid. Whatis more, it brings down
performance, which only recovers only after recaching.
10 Timeout Handling Virtual Datastore Status Percent of Host Memaory Operation
VitualDatastarel Disahled Specified Setlings
lone

A Metwark

Intelligent Rat

In-rnemary,

File

File storage Policy: To specifies number of replication which the ISO images, VM backups,
CDP backup and the temporary file generated during import which stored in virtual storage.
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Advanced

ncing (1) The following files will have 2 replicas kept by default, not applicable to policy:

* |50 images uploaded to virtual starage

etuilding
g » %Wl backups stored on wirtual starage

Ba C ning » CDP backup logs of Wi
s Temporary files generated during YM import

IC Timeout Handling
g You can also reset below to keep 3 replicas for the above files.

Linked Clone Wirtual Datastare Replicas

WirtualDatastore 2 replicas hd

In-memory

File Sto

2.4.3.4 Viewing Virtual Datastore Details

Navigate to Storage > Virtual Storage > Virtual Datastores and click on datastore’s name
to enter the following page. Here you may view detailed information about a virtual
datastore. There are two tabs: Summary or Permissions.

-:.'.{- Sangfor HCle Home Compute Networking Reliability System

Virtual Storage
Virtual Datastores C Refresh @ New  # Expand Capacity  £F Seffing  Omer Datastores

Physical Disks

VirtualDatastore1 m >

Shared Disks

- 5 Basics Capacity: 3626 TB in total
ISCS Virlual Disks .
Datastore Type: Ordinary datastore
Storage Policy Hest Count 3 ® Used 212TB
HDDs: 10
Available 151TB
S50s 6
2-replica Storage Capacity 75TB
Cache Space:  72%
WM Count 197 3-replica Storage Capacity 417TB
10 Read: 18.1 MB/s
10 Write 45 MBfs

2.4.3.4.1  Viewing Virtual Datastore Summary
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On the Summary page, you may view virtual datastore capacity, basic information, status,

etc.

Storage: > Virual Storage > Virtual Datastorcs > Vit... f—

) Refiesh [T Delete

@ Manage

Virtual Datastore:  VirualDatastore!

363

Raw Gapacity (T6)

5 9 } Description Type here z
55 o Usea 2278
Storage Usage
Available 15178 s 17
21eplica Storage Capacity  7.5TB Bhysical Disks: 16

3-repiica Storage Capacity

Last 10 minutes  ~

I0PS.

1500

1043:30 0:44:00 04430 104500  10:45:30  10:9600 104630  10:47:00 0:4730  10:48:00  10:48:30  1045:00 104330 105000  1050:30  10:51:00  10:5130 105200 10:52:30  10:53:00

10 Reads  — 10 Writes

Virtual Datastore:  VfriualDatastore1

Description: Type here

Whis:

Physical Disks:

To change virtual datastore name and description, click £

To view virtual machines in the virtual datastore, click on the number beside VMs.
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u....g View by Datastore ~ = List ORefresh @ New New Group  p Power On [l Shut Down  «s«More

% 1 Group Q (@ 11 virtual machine(s) giving alert View

=] . Virtual Machine (153) Metrics: MNode: Throughput 10 Speed Host Resources Backup Permissions
. VirtualDatastored (153) Status VI Name IF Address Group

test (0) -
Alert AF8.0.32-20201223-001

DefaultGroup (0}
Alert AFB 0.32-20201223-002
Alert AF803520210115002_IMD Demo...
Alert CCOM DEMO - EDR and CCOM DEMO
Alert CCOM3.0.45 - EDR and CCOM DEMO
Alert EDR_MGR_OWVA

To view disks in the virtual datastore, click on the number beside Physical Disks.

Virtual Storage Other Datastores

Virtual Datastores List  Refresh

Physical Disks
VirtualDatastore1

Shared Disks —
iSCSI Virtual Disks

Node-1 6.7 TB/M10.9TE Node-2 7.8 TBM4.6TB
Storage Policy

VirtualDatastore1 VirtualDatastore1
Disk Group 1 Disk Group 1

Disk Group 2 Disk Group 2

Node-3 68TB/M09TE

VirtualDatastore1
Disk Group 1

Disk Group 2

For storage operating details, you may refer to the 2.4.2  Storage Summarysection.
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Last 10 minutes  ~

m 10Speed | 10 Latency | Node Hit Rate

10PS
1500

1000

s00 - { - . A —
, Ny,

1043:00 104930 1050:00  10:50:20 105100 10:51:30 105200 10:52:30 105300 10:5330  10:5400  10:54:30 105500 105530 10-56:00

104630 10:47:00 104730 10:4800 104830

10 Reads  — 10 Writes

2.4.3.4.2 Deleting Virtual Datastore

On the Summary page of a virtual datastore, click Delete to delete the datastore and the
following dialog will pop up. Note that all the data will be deleted permanently and cannot

be restored once the virtual datastore is deleted.

Sitorage = Virtual Storage > Virtual Datastores = Virt.... Summary

£33 Manage

¢y Refresh Delete
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Alert *

Are you sure you want to delete the datastore
(VirtualDatastore1)?

The datastore contains the following data:

Type Count
Wirtual Machine 133
Shared Disk 4
iISCSI Virual Disk 1
Backup 26
IS0 Image 60
WNF 0

“You are recommended to replicate data to another datastore before deletion
After the datastore is deleted, the data stored on it cannot be recovered. Please
operate with caution

| am sure that all data is safely migrated

-

Before performing deletion operation, do the following:

1. Make sure that all the virtual machines running in this virtual datastore are shut down.

2. Make sure that the virtual machines running in another virtual datastore but stored in this
one are shut down.

3. If the iSCSI virtual disks provided by this virtual datastore are not to be used any more,
end all the iSCSI connections to it.

Type admin password to confirm the deletion operation.

Once the virtual datastore is deleted, nodes added to the virtual datastore will be removed
from the cluster.

2.4.3.4.3 Managing Datastore
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On the Summay page of a virtual datastore, you may click Manage to enter the following
page. Here you can manage the datastore and folders on it.

e p—

3 Refresh {7 Delete = {5} Manage

N
)
Cleanup
ame

VirtuaDatasiore1 export_vm - Folder

Last Modified

Raw Storage
Capaciy: 36.26 TB private - Folder
Fiee: 1507 TB

so%

[MEnable datasiore sharing

Enable datastore sharing: If this option is selected, you can access virtual datastore through
the directory displayed under that option.

To add a new folder, click New Folder and then enter a folder name.

Refresh New Folder Cleanup

Falder Name:

] deleted

Delete: To delete a file or folder, select the file or folder that you want to delete and then click
Delete.

[Rename): To rename a file or folder, select the file or folder that you want to rename and click
Rename.

Upload}: To upload a file, select a folder and click Upload to upload a file to that folder. For
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example, upload an ISO image file to ISO folder for the purpose of creating virtual machines.

2.4.3.4.4 Permissions

Permissions of virtual datastore is used to assign to sub-administrator to manage datastore.
To add permission of virtual datastore on the Permissions page, you need to add the
permission of accessing datastore in System > System Administrators and Permissions
first.

Storage > Virlual Slorage > Virlual Datastores = Virl... Permissions

C Refresh @ New i Delete

Adminstrator Group Permissions
admin Default Group Access datastore
demo_hci Default Group Access datastore
junwei Default Group Access datastore
sangfor Default Group Access datastors

2.4.4 Managing Physical Disks
2.4.5 Shared Disks

A shared disk can be mapped and used by more than one virtual machines that run
compatible applications. Note that if the disk is shared by virtual machines running different
applications that do not support disk sharing, disk data may get damaged. However, that is
not a problem for Oracle RAC database environment, which supports disk sharing among
nodes in RAC (Real Application Clusters)

On the Shared Disks tab shown below, it displays the following information: Name, Status,
Virtual Datastore, Disk Size, Write Speed, Read Speed, and Connected Virtual Machines.

vsiswre

Virtual Datastores C Refresh @ New W Delete

B RecycleBin

Physical Disks Name 4 Stalus Virtual Datastore Storage Policy

Shared Disks ORCLE-RAC_Data disk_t @ romal VirualDatasiore 2_repica_high_performance 100 GB 0Bs 0B
TS ORCLE-RAC_Data disk_2 & Nomal VirtuaiDatastore 1 2_repica_high_performance 100 GB W16 6/s LS
Storaga Polcy @ MNomal VirualDataslore | 2_repica_high_performance 100 GB 08is 0B 2
ORCLE-RAG_Log Disk_1 @ Nomal VirualDataslore | 2_repiica_bigh_performance 5068 0Bis 0B/s 2
ORGLE-RAG_Log Disk 2 @ Nomal VirtualDataslore 1 2_repica_high_performance 50G8 0Bis 0Bls
‘ORCLE-RAC_Log Disk_3 @ Mormal ViruziDatastore 1 2_repiica_high_performance. 50 GB 0B 0Bls
ORCLE-RAC_Quorum Dis @ romal VirualDatasiore 2_repica_high_performance 10a8 0Bs 0B
ORCLE-RAC_Quorm Disk_2 & Nomal VirtuaiDatastore 1 2_repica_high_performance 068 0sis LS
ORCLERA & Nomal VirtuaiDatastore 1 2_repica_high_performance 068 0sis LES
Oracle 1_Data disk_1 @ Nomal VirtualDatastore 1 3_replica_high_performance 100 GB 0Bis 0B/s 2
Oracle 1_Data disk_2 & Normal VirlualDatastore 1 3_repiica_high_performance. 100 GB 0Bis 0B/s
Oracle 1_Data disk_3 @ Mormal ViruziDatastore 1 3_repiica_high_performance. 100 GB 0B 0Bls
Oracle 1_Log Disk_1 @ Mormal ViruziDatastore 1 3_repiica_high_performance. 50 GB 0B 0Bis
Oracle 1_Log Disk_2 @ vomal VirualDataslore 1 3_repiica_high_performance s0G8 0Bs o8
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2.4.5.1Creating Shared Disk

To create a shared disk, you may click New in Storage > Virtual Storage > Shared Disks and
configure the related fields on the pop-up page, as shown below:

Create Shared Disk %
Virtual Datasiore: WirtualDatastore -
Storage Policy: 3_replica_high_performance * @

Please select the same storage policy as that of vifual
machines that use this shared disk.

Mame:

Size: GEB

Disks: 1

De=cription:

Shared Among: All WMs in datastore - 0 VM=) Selected

¥ Advanced

Virtual Datastore: Specifies where the shared disk is stored.

Name: Specifies a distinguishable name of the shared disk. It can only contain Chinese
characters, digits, letters, space and the following special characters: O[1¢ () [] {} @|._-
+

Storage Policy: Select the number of replication for the disk.

Disks: Specifies the number of shared disks.

Description: It is optional.
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Name:%20%20%20%20Specifies%20a%20distinguishable%20name%20of%20the%20shared%20disk.%20It%20can%20only%20contain%20Chinese%20characters,%20digits,%20letters,%20space%20and%20the%20following%20special%20characters:%20%20%20()[]%7b%7d（）【】｛｝@|._-+
Name:%20%20%20%20Specifies%20a%20distinguishable%20name%20of%20the%20shared%20disk.%20It%20can%20only%20contain%20Chinese%20characters,%20digits,%20letters,%20space%20and%20the%20following%20special%20characters:%20%20%20()[]%7b%7d（）【】｛｝@|._-+
Name:%20%20%20%20Specifies%20a%20distinguishable%20name%20of%20the%20shared%20disk.%20It%20can%20only%20contain%20Chinese%20characters,%20digits,%20letters,%20space%20and%20the%20following%20special%20characters:%20%20%20()[]%7b%7d（）【】｛｝@|._-+

Size: Specifies size of shared disk. The maximum is 1TB(1024GB).

Shared Among: You may select Any virtual machine in this virtual datastore or Specified
virtual machines.

Any virtual machine in this virtual machine: If it is selected, it indicates that shared disk can
be accessed by any virtual machine in the specified virtual datastore.

Specified virtual machines: If it is selected, you need to specify virtual machines. Only the
selected virtual machines can access shared disk.

2.4.5.2  Allocating Shared Disk

To assign a shared disk to a virtual machine, first edit that virtual machine. Then, on the Edit
Virtual Machine page, select Add Hardware > Disk and choose Shared disk, as shown below:

Create New Virtual Machine ®
Datastors: VirtualDatastore1 -
Storage Policy: 2_replica - G-)
Fun Location: =huto= -
Guest O5: Select which type of 05 to insfall... ¥
High Pricrity: Guarantee resources for WM operation and recovery |

Configuration Advanced
Standard: Low - High Methad: Mew disk Existing disk Physical disk © Shared disk I

P ] )
(& Processor core(s) Disk LUN Size  Storage Pol..  Defails
- Memory 16 GB
&8 Oracle ... 1 100 GEB  3_replica_hi...  View
I = Disk 1 120 GB |
&8 Oracle ... 21 100 GB  3_replica_hi...  \iew
© coovp 1 Hone
&8 Oracle ... 22 100 GB  3_replica_hi...  \iew
- cthi Connecied To: edge?2
&8 Oracle ... 23 50GB  3_replica_hi.. \iew
&8 Oracle ... 24 50GB  3_replica_hi.. \iew
¥ Other Hardware - &% Oracle 25 50GB  3_replica_hi... View
@ Add Hardware ¥ - &8 Oracle ... 26 10GB  3_replica_hi...  \iew

“ Cance'

2.4.5.3Restoring Shared Disk

A shared disk can be deleted. After deletion, it will go to Recycle Bin. In Recycle Bin, you
may restore it or delete it permanently.
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-:"fo Sangfor HClez Home Compute Networking Storage Nodes Reliability ® e .?d:it
) HealihCheck 18 Suparicmin

System > Recycle Bin Virtual Machines Shared Disks Residual Files.

& Empy Tasks Recycle Bin

ors and Penmissions  Alerts Log Export and Cleanup
Date and Time. Health Check
Cluster Seftings System Diagnostics
E wp and Restore Upgrade
Settings Senvice Packs
Customization Tech Support and Download
Gorrelated Securily Service.

Port Management
System > Recycle Bin Virtual Machines Shared Disks Residual Files
& Emply

Description Time Deleted Days Presenved

20210127 102544

2.4.6  Storage Policy

In version 6.0.1, Storage Policy had been implemented for virtual machine and virtual disk.
This allow user to separate the VM based on the priority of the business.
HCI will create the storage policy automatically after the virtual storage had been created.
Navigate to Storage > Virtual Storage > Storage Policy to view the current available
Storage Policy.
Below is the default storage policy for different scenario.

a. NormalVM: 2_replica

b. SQL Server/ Oracle Database: 3_replica_high_performance

c. Shared disk: 3_replica_high_performance
d. iSCSlvirtual disk: 2_replica

Sangfor HCls2

Home Compute Networking Reliability System

Virtual Storage Other Datastores Summary

Virtual Storage

Virtual Datastores C' Refresh @) New Other Dalastores

Description Replicas Automated QoS () Stripe Width () Replic:

Physical Disks Policy Name

5 2 2 " §
Shared Disks 2_replica Both ordinary and stretched da 2 replicas Medium level of performance Adaptive Adaptn
. - 2_replica_high_perform Both ordinary and stretched da 2 replicas High level of performance Adaptive Adapth
iSCSI Virlual Disks fepleaianp i i . : : :
. 3_replica Only ordinary datastore is sup. 3 replicas Medium level of performance Adaptive Adapti
Storage Policy
3_replica_high_perform Only erdinary datastore is sup... 3 replicas High level of performance Adaptive Adapti

Creating new storage policy allow to customize in terms of Replicas, Auto Tiering QoS, Stripe
Width and Replica Defrag.
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Add New Storage Policy

MName:

Description: This policy is applicable to all datastores

Data Placement

Replicas : O 2 replicas {for all datastores)

2 replicas for each virtual machine to tolerate single host or disk failure; actual storage capacity is half of the total

Capacity

3 replicas (for ordinary datastores)

3 replicas for each virtual machine to tolerate single host (among 3-4 hosts) or dual host (among over 5 hosts) failure, or

dual-disk failure; actual storage capacity is one third of the total capacity

Replica Placement
Stripe Width: Adaptive -
Automated QoS:  Medium level of performance . -

Replica Defrag: () Adaptive Enabled Digabled | )

2.4.7  iSCSIVirtual Disks

Virtual storage can be configured to be an iSCSI sever so that part of virtual storage can be
preallocated as iSCSI disks which can be accessed by iSCSl initiators.

Navigate to Storage > Virtual Storage > iSCSI Virtual Disks and you will see the following
information: Name, Status, Virtual Datastore, LUN ID, Disk Size, Write Speed, Read
Speed, Target IP Address, and VMs.

st swrae |

Virtual Datastores C Refresh ) New {3 iSCSI Server

Physical Disks jame Virtual Datastore Storage Palicy i LUNID Disk Size: Read Speed

Shared Disks rmai VirtuaDatastore1 2_replica 93003401-66dD-43... 11 1000 GB 1016 Bls
iSCS| Virtual Disks.

Storage Policy

To view connected iSCSl initiators, click on the number under the Connected column.
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Connected Initiators 4

Inifiator Address Inifiator 1M Server Address
192.200.19.18 iqn_2005-03.orgopen-izcsihost-00ele. .. 192.168.20.3
192 20:0.19.19 igqn_2005-03.org open-izcsihost-6e92b. . 192.168.20.3

To edit an iSCS| virtual disk, you may select the disk that you want to edit and then click .[Edi{
To delete an iSCSI virtual disk, you may select the disk that you want to delete and then click

Virtual Datastores ' Refresh @) New ¥ iSCSIServer | # Edit [ Delete

Ph!‘rsica| Dicks Name 4 Status Virual Datastore Storage Policy SC5IID

q N I i
Shared Disks fest Q orma VirtualDatastore1 2_replica 93d0340

iSCSI Virtual Disks

Storage Policy

2.4.6.1Configuring iSCSI Server

An iSCSI server should be configured before you create iSCSI virtual disk. You con configure
iSCSI server for different virtual datastores. The configuration process involves configuring
iSCSI authentication and target portal(only available for cluster with 3 nodes and above).

Virtual Datastores  Refresh @) New | £F iSCSIServer | ¢ Edit ] Delete

Physical Disks Mame 4 Status Wirlual Datastore Storage Pt

Shared Disks fest Q Maormal VirtualDatastore1 2 replica

i3CSl Virtual Disks

Storage Policy
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iISCSI Server X

) Refresh

Yirtual Datastore Authentication Target IP Ciperation

VirualDatastore 1 ign.2015-08 3348700 com.sangforasan ) MNat configured Seltings

2.4.6.1.1  Configuring iSCSI Server Authentication

Target Name Prefix, CHAP Username, CHAP Password, and Retype Password fields
should be specified, as shown below:
- ____________________________________________________________________|

Configure iSCSI Server (VirtualDatastore1) X
Authentication Target Portal

Target Mame Prefic iqn.2015-08. 0ecdbabs. com. sangfor asan

CHAP Username: sangfor

CHAP Password:

Confirm Password:

Change Password

Target Name Prefix: Specifies prefix of target name. Default format s
ign.date.com.sangfor.asan. The default is recommended.

CHAP Username: Specifies CHAP username used by iSCSl initiator to connect to iSCSl server.
CHAP Password: Specifies CHAP password used by iSCSl initiator to connect to iSCSI server.
Retype Password: Retype the CHAP password.

Change Password: To change password, click Change Password.

2.4.6.1.2  Configuring Target Portal

On the Target Portal tab, configure the following fields: Network Interface, Target IP
Address, Netmask and Virtual IP Pool :
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Configure ISCSI Server (VirtualDatastore) *

Authentication Target Portal

Metwork Interface: | sigrage network interface (Recommended) o
Target Address:

Metmask:

Wirtual IP Pool: Each node will be assigned z virtual IP address from this poel, after connecting fo

the server via the target portal and scheduled to different nodes.
The virtual datastore has 3 node(s) involved. Flease configure at least 3 IP

addresses that reside in the same network segment as the target IF address.

Example

Leam More

_

Network Interface: Specifies the interface for iSCSI initiator to access iSCSI server.
Options are Storage Network Interface and Management Interface. Management
interface cannot be used in the following situations: 1) It is reused as overlay network
interface; 2) It is reused as the edge; 3) It applies link aggregation.

Target IP Address: Specifies target IP address. iSCSI initiator connects to iSCSI server
through this IP address. Make sure that the target IP address is reachable for iSCSI
initiators.

Netmask: Specifies the netmask of the target IP address.

Virtual IP Pool: Each clustered node will be assigned an IP address from virtual IP pool.
Thus, initiators will be scheduled to to different nodes after connecting to iSCSI server.

iSCSlinitiators can access virtual iSCSI disk via target IP address, to gain high availability
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and load balancing. Each clustered node will be assigned an IP address from virtual IP
pool. Thus, initiator connections to a specified target IP address will be scheduled to
different nodes. This has the following strengths:

Click OK to save the changes. Changes to target portal should also be made at iSCSI
initiator side, and if there is any change made to network interface, the iSCSI network
should be reconfigured correspondingly.

2.4.6.1.3 Load Balancing

If the iSCSI connections to nodes are not balanced, click Perform Again to re-schedule
initiator connections to different nodes so as to ensure iSCSI connections evenly assigned to
each clustered node. iSCSI connections will be preferentially scheduled to the node which
has LUN replicas, which helps to enhance 10 performance and reduce network load.

Rebalancing load will make some iSCSI connections disconnected and requires administrator
to enter password of the username to confirm operation.

2.4.6.2 Creating iSCSI Virtual Disk

After iSCSI server has been configured, you can create iSCSI virtual disk by click New in
Storage > Virtual Storage > iSCSI Virtual Disks, as shown below:

Virtual Datastores (™ Refresh ) New | £X iSCSIServer # Edit [ff Delete

Sterage Policy SCSIID

Physical Disks Virtual Datastore

Shared Disks test o Normal VirualDatastore1 2_replica 93d03401-66d|

iSCSI Virtual Disks

Storage Policy
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Create iSCSIl Virtual Disk W

Virtual Datastores:  VirtualDatastore1 -
Storage Policy: 2_replica M
Mame:

Description:

Disk Size (GB):

Accessible Tao: Any inifiator - Settings (0 initiators

Allow imitiators to connect concurrently

= Advanced

Pre-allocation

Settings

“

Virtual Datastore: Specifies a datastore for creating iSCSI virtual disk.

Name: It can contain digits, letters, dots and colons only. iSCSI disk name consists of the
name specified here and target name prefix which is specified when configuring iSCSI server.

Description: Specifies description for the new virtual disk. It is optional.

Disk Size: Specifies size of the iSCSI disk. The maximum is 48TB(49152GB) and cannot
exceed the available storage capacity.

Accessible To: You may select Any initiator or Specified initiator.

Any Initiator: If it is selected, the iSCSI disk can be accessed by any initiator as long as cluster
IP address or node IP address, and CHAP username and password are provided correctly.

Specified Initiator: If it is selected, click the Settings (o initiators) button to configure iSCSI
initiator. To add an iSCSI initiator, click Add on the Initiator Settings page to enter the
following page.

To enable iSCSI disk to be accessed by multiple initiators concurrently, select the option
Allow initiators to connect concurrently: For the sake of data security, that option is
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deselected by default. Enable this to allow an entire cluster to access, for example, VMware
vSphere cluster.

Pre-allocation: It will pre-allocate the iSCSI virtual disk for better performance. However, it
will consume more storage space.

Initiator Settings X

nitiator Address:

Inifiator A Edit
nitiator 1CQN:
Mutua
CHAP
Username:
Pas=zword

EuEEs
_J

Initiator Address: Specifies management interface address of initiator or cluster IP address.

Initiator IQN: Indicates the device name of iSCSl initiator.

Mutual CHAP: If it is selected, Username,and Password fields are required. This option is
optional. If mutual CHAP has not been configured on iSCSI initiator, keep this option
deselected. iSCSI disk cannot be accessed by iSCSI initiator if the correct CHAP username
and password are not provided in case that mutual CHAP has been configured on that iSCSI
initiator and that initiator is required to be authenticated by iSCSI server,

One of the two fields is required at least.

2.4.8 Other Datastores

Storage falls into the following tyeps: FC, iSCSI, NFS and local storage. Sangfor HCI
virtualizes storage and makes hardware-related storage settings hidden. Storage space of a
host relies on physical disk size but can be expanded by using external storage. Local storage
is provided by physical disk of the host installed Sangfor HCI software and can only be
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accessed by the host where that storage resides but not accessed by other hosts.

On the Other Datastore page, status, name, storage type, total capacity, available space,
peak read speed, peak write speed, and connected nodes are displayed as follows:

»
_:‘%' Sangfor HClsz2 Home Compute Networking REEV System
.

Virtual Storage Other Datastores Summary

C Refiesh  (* Update ( ScnforNewDisks @ New  £F iSCSIServers @ PhysicalD| _ Uil Sora0e
Othe

Status Hame Storage Type Total Available Peak Read Speed

Mo data available

To view detailed information of virtual datastore, click on the name of the virtual datastore.
For details, refer to the Error! Reference source not found.section.

To perform more operations, you may click on the icon = beside datastore name and will
see the following operations: Edit, Summary, Manage, Delete, Format and Cleanup.

2.4.7.1 Adding New Datastore

You can add the following types of datastores: iSCSI, FC, NFS or local storage by clicking
New in Storage > Other Datastore.

Virtual Storage Other Datastores

 Refiesh Update * Scan for New Disks ﬂ New LY iSCSI Servers ¢ Physical Disks in Use

FC
Stafus Name rage Type Total

18CEI
NFS

Local storage
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2.4.7.1.1  Adding FCType of Datastore

Fiber channel(FC) adopts Fiber Channel over IP (FCIP) to connect storage devices in TCP/IP
network. FCIP transmits Fiber Channel data by establishing a tunnel between two peers.
Generally, it builds storage area network through DWDM and dark fiber.

FC storage connected to hosts will be automatically discovered by Sangfor HCl but needs to
be added to virtual storage before being used.

Add New Datastore bl

Storage Type:

(iscsl @FC (lLocal starage

Status Disk Lum Size Details

Mo data available

o How to add @ new FC disk?

Disk is not reachable any mare? Scan for Disks

1 fz I’: o EE‘

If there is any FC disk that has not been found, you can click Scan for Disks.

Add New Datastore X

Storage Type:

ISCSI FC Local storage
O @ O g

Status Disk LUN Size Details

INo data available

o Haowi to add a new FC disk?

Disk is not reachable any mare?|Scan for Disks

112 Cancel

Datastore: Specifies a distinguishable name for the datastore. Datastore name should
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contain 2-16 characters consisting of digits, letters.
Connect To Node: Displays the node that the new local disk belongs to.

If any virtual machines is stored on the datastore, you can select the option Recover existing
virtual machines on this datastore as well to recover existing virtual machines.

Then, click OK to save settings or click Cancel to give up the changes.

%

If there is virtual machine stored on the datastore, but the option Recover existing virtual
machines on this datastore as well is not selected, the virtual machine will not be deleted.
You should perform format operation so as to delete the virtual machine in the virtual

datastore. If you'd like to recover virtual machine to HCI platform, you can add the datastore
again and select the option Recover existing virtual machines on this datastore as well.

2.4.7.1.2  Adding iSCSI Type of Datastore

iSCSlisa P2P protocol and used to transmit storage 10 data blocks over Internet Protocol(IP)
network. It defines the rule and method of sending and receiving block-level storage data
over TCP/IP network. More specifically, iISCSI commands and data should be encapsulated
into TCP/IP packets before being forwarded.

To add iSCSI type of datastore, click New in Storage > Other Datastore, select iSCSI as
Storage Type and then choose a disk.

Virtual Storage Other Datastores

 Refresh Update * Scan for New Disks e New | L¥ iSCSI Servers ¢ Physical Disks in Use

Status Mame rage Type Total

Local storage
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Add New Datastore X

Storage Type:

@iscsl (OFC (OlLocal storage
Status Disk LUN Size Details
O] = VIRTUAL-IS-DISK_SANGFOR_1SANGE .. & S00GE  View

Disk iz not found or need mare disks? Add & New iSCS| Server

Disk is not reachable any mare? Scan for Disks

112

Before adding iSCSI type of datastore, you need to add iSCSI server in Storage > Other
Datastore> iSCSI Server. iSCSI disks will be automatically discovered when iSCSI server
settings are saved.

Virtual Storage Other Datastores

™ Befresh & Update & ScanforNewDisk= ) New ¥ iSCSIServers | @@ Physical Disks in Use

Status Mame Storage Type Total

If any new iSCSI disk has been added but not listed here, you may click Scan for Disks to find
new iSCSI disks.
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Add New Datastore X

Storage Type:

@iscsl (FC (Olocal storage
Status Disk LUN Size Details
(@) = VIRTUAL-IS-DISK_SANGF OR_1SANGF .. 5 S00GE View

Disk is not found or need more disks? Add a New ISCS| Server

Disk is not reachable any mored Scan for Disks

142 Cancel

Datastore: Specifies a distinguishable name for the datastore. Datastore name should
contain 2-16 characters consisting of digits, letters, underscores, dots and hyphens only, and
begin and end with letter or digit.

Connect To Node: Only the selected nodes have access to the datastore being added.

If any virtual machines is stored on the datastore, you can select the option Recover existing
virtual machines on this datastore as well to recover existing virtual machines.

Add this datastore to VM backup repositories as well: Once this option is selected,
datastore will be added to VM backup repositories.

Select nodes and then click OK to save the settings or click Cancel to give up the changes.

1%

If there are virtual machines on the datastore, and the option Recover existing virtual
machines on this datastore as well is not selected, the existing virtual machines will not be
cleaned up. You may try formating the datastore if you want to clean up the existing virtual

machines on that datastore. If you want to recover virtual machines on the datastore, you
can delete the datastore and add it again and select that option.

2.4.7.12.3 Adding NFS Type of Datastore

NFS is network file system, one type of file system supported by FreeBSD. It enables
computers to share resources across TCP/IP network. NFS client can have access to files on
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remote NFS server, just like accessing local files.

Add NFS X

«/ Due to performance restriction, NFS is recommended to store backups only, not to create or run Wi

MName:

Diescription:

Server

Folder v
Connect To Node
Node P
192.200.19.18 182.20018.18
192.200.19.18 132.20018.18

Cancel

Name: Specifies name of the NFS type of datastore. Name can only contain 2 to 16
characters consisting of digits, letters, underscores, dots, and hyphens only, and should
begin and end with letter or digit.

Description: Optional, specifies description for the NFS datastore.
Server: Specifies IP address of NFS server.
Folder: Specifies the shared folder on NFS server.

Connect to Node: Specifies node that can have access to NFS datastore.

A

Due to low performance of NFS datastore, it can only be used to store virtual machine
backups only, not to create or run virtual machine, etc.

2.4.7.1.4 Adding Local Storage

Local storage is provided by local disks on the node installed Sangfor HCI software and can
only be accessed by the host where that storage resides but not accessed by other hosts.

If there is any new disk that has been added on the node, you can add it to virtual storage by
adding local storage.
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Select a disk that you want to add and then click Next to enter the following page.

Datastore: Specifies a distinguishable name for the datastore. Datastore name should
contain 2-16 characters consisting of digits, letters, underscores, dots and hyphens only, and
begin and end with a letter or a digit.

Connect To Node: Displays the node that the new local disk belongs to.

If any virtual machines is stored on the datastore, you can select the option Recover existing
virtual machines on this datastore as well to recover existing virtual machines.

Then, click OK to save settings or click Cancel to give up the changes.

If the new disk being added has not been formatted, you will be prompted to format it when
adding it into local storage. Note that formatted data cannot be restored any more.

2.4.7.2Configuring iSCSI Server

You need to configure iSCSI Servers in Storage > Other Datastore > ISCSI server before
adding iSCSI type of datastore. Then, click New. iSCSI disks will be automatically discovered
when iSCSI server settings are saved.

iSCSI| Servers X
) Refresh () New

Server Address Port Cperatian

182 3260 = W

148, 3260 Z °

On the Add New iSCSI Server page, you need to specify IP address and port of iSCSI server.

If iISCSI server needs to authenticate initiator, you need to select One-way CHAP, and specify
the corresponding Username and Password. iSCSI uses CHAP authentication, including
one-way CHAP and mutual-way CHAP authentication, which depends on authentication
settings on iSCSl server.
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Add a New iSCSI Server X

iSCSI Server

Server: ‘ IFP address

Paort: 3260

Authentication

|:| One-way CHAP (server authenticates initiator)

Credentials for this machine to get authenticated against ISCS| server
Initiator simply needs to initiate connection.

Username

Passwaord:

Mutual CHAP (server and initiator authenticate each other)

Credentialz far iSCS] spreer tnnet anthenticated anainst this machine

Detect Target

After username and password are specified, click Detect Target. On the iSCSI Targets tab,
click Start to start authentication.

In some environment, iSCSI server may require each iSCSI disk to perform different

authentication. In this case, you need to provide the corresponding credentials after clicking
Start.

Edit iISCSI Server X
iSCSI Target

By default, all disks from authenticated target are added onto SANGFOR aCloud.

Mo, Target Name Authenticatian
1 ign.2015-08.3ah48700.com.sangfor.asan... Authenticated
2 ign.2015-08 3ab48700 com sangfor.asan Start

Detect Target

CHAP authentication method configured for iSCSI target should be the same asiSCSlI server,
One-way CHAP or Mutual-way CHAP.

After saving authentication information on Target Authentication page, you can view the

authentication result on the following page. Authenticated indicates that authentication is
successful.
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Then iSCSI disks will be automatically discovered and listed on Add Datastore page so that
you can add them to become a datastore.

2.5 Nodes

Navigate to Nodes and you will see the following page:

Nodes Physical Interfaces Communication Interfaces System Disks

5 Refresh () Add New Node  |= Sort by Name v

2.5.1 Managing Nodes

All nodes are listed on the Nodes page. You can view basic node information, such as node
name, node IP address, CPU usage, Physical memory usage, and memory usage.

On the Nodes page, you can perform the following operations: Refresh, Add Node, Sort by
Name, CPU Usage, and Memory Usage.

2.5.1.1 Adding Node

A node is a physical machine that has installed Sangfor HCl software and connected to
Sangfor HCI platform. Its resources are pooled and managed together with other clustered
nodes to improve resource utilization.

To add a node, click Add New Node to enter the following page. To change a physical
machine to a node managed via Sangfor HCl platform, download and install the Sangfor HCI
software and add that node to the Sangfor HCI platform. Then click Next.
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New Node x

Nodes

Anode is a physical machine that has installed SANGFOR aCloud software and connected to a same
management platform. Its resources are pooled and managed together with other clustered nodes to
improve resource utilization

To change a physical machine to a cluster node, download and install the SANGFOR aCloud softeare

and add that node ta the platform.

Download SANGFOR aCloud 8.0.1_EN Build 20200307

12

e Mode ;'Y

Select Mode Dovnload SANGFOR aCloud 6.0.1_EN Build 20200.

(Below are nodes having SANGFOR aCloud software installed. Default passwaord: admin)

36 et
? Credentials MNew Node
Username: adrmin
Fassword: |Iadmm password

182 AT

IP Address: Specifies the IP address of the node which has installed Sangfor HCl software.
Username: Specifies administrator’s username of that node.
Password: Specifies administrator’s password of that node.

Finally, click OK.
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A

A node can be added to one cluster only. If a node has been added to a cluster and you
want to add it to another cluster, it must be removed from that cluster first.

Versions of Sangfor HCI software installed on the nodes to be added to a same cluster
must be consistent.

Management interface IP addresses of the nodes to be added to a same cluster must
reside on a same network segment.

On the New Node page, it lists the automatically-discovered nodes which reside on a
same subnet but have not been added to the cluster.

You may add a new node by clicking the [+] icon and then input the its IP address,
username and password.

If a node with default password admin is selected, there is no need to specify password
again.

If a node whose password is not admin is selected, you need to specify its password.

2.

5.1.2 Sorting Nodes

Nodes can be sorted by name, CPU usage, or memory usage.

(

To

3 Refresh (® Add New Node {= Sort by Name v

Name
CPU Usage

EE Memory Lisage
-

Cluster Controller) 192.200.1 1822001818
CPU Usage 54% CPU Usage 93%

Physical Mem Usage a7% Physical Mem Usage 82%

Mermory Usage Memaory Usage

sort nodes by name, select Sort by Name. Additionally, by clicking on the.arrow, nodes

can be sorted in ascending order or descending order.
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£ Refresh (*) Add New Node 1= Sart by Name w

Marme

CPL L

EE =

rCluster Contraller) Mode 19, 1922001918
CPU Uszage 6% CPU Uszage 95%

Physical Mem Usage  83% Physical Mem Usage 82%

memaorn Allacation 109% Memaorn:Alocation

To sort virtual machines by CPU usage, select Sort > CPU Usage inNodes. By clicking on that
arrow, virtual machines can be sorted based on CPU usage in ascending order or descending
order. The following figure shows that the virtual machines are sorted by CPU usage in a
descending order.

Add Mew Mode 1= Sort by CPU Usage

Marme
ZPLU L

MEMORy

1922001918 (Zluster Controller) Mode 19. ..

CPL Lzage CPLU Lsage 3%

FPrysical Mem Lsage Physical Mem Usage  83%

Mermaon Allocation Memory Allocation 109%

To sort nodes by memory usage, select Sort > Memory Usage. By clicking on that arrow,
node can be sorted by memory usage in ascending order or descending order. The following
figure shows that the virtual machines are sorted by memory usage in a descending order.
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£ Refresh (& Add New Node  {= Sort by Memory

Mame

CPU Usage

(Cluster Contraller) Maode 149, 192.2001918
CPU Lzage 23% CPU Usage 6%

Fhysical Mem Usage 83% Fhysical Mem Usage 82%

Memaon Alacation 109% hemuorn Allocation

2.5.2 Viewing Node Status

The Nodes page is shown below:

Nodes Physical Interfaces | Communication Interfaces System Disks

3 Refresh  (® AddNewNode = Sort by Name v

Cluster Controller) 192.200.1 1922001818
CPU Usage 50% CPU Usage A3%

Physical Mem Usage 87% Physical Mem Usage 80%

Memory Usage Wemory Usage

On the upper-right corner of the Nodes page, you may see the total number of nodes.

The color of node panel indicates node status. Grey indicates the node is powered off, while
blue indicates the node is powered on and red indicates the node is giving alarm. Additionally,
there are more information on the node panel, such as CPU usage, memory usage and 10
usage, etc.
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200.200.5.105 (master node)200.200.5.104
CPU Usage 26%

> O

Reboot Shut Down

IMemory Usage

10 Usage

=

Summary

Move your cursor on the node panel and you will see the following buttons: Summary and
More, as shown below:

1922001918

IEI ves

Summary hlore

To enter node summary page, you may click on node name or Nodes > Summary.

Mode > 192,20019.18

Accessible Storage Wirtual Netwark Devices

© Refresh

Throughput  CPU

Memary 10 Speed ¥ LastHour  Last 24 Hours

=~ Al ~
Running Vi
[T Disk Usage .
146+ 10 «
bos N
Al
/ ) A
24 Gz 2carats) 24 Free:45.98 68 Free: 6291 68 Fres 43.4 6B 100Mbp: J / \ A Poae
- AP~ e A
rea(s) Total: 256 6B C-RAM 211 41 6B Tolal: 48 GB o Q= Y = s e i 4
ops
1640 0

Inbound Outbound

Node Name: 132 2001918 Fl E CPU & core(s) 12 Thread ¥ 2 intel(R) Xeon{R) CPU E5-2620 v3 @ 2 40GHZ)
Descrif iption: Clock Bpeed: 2 40 GHz
Haidvarg Type: MNon-Sangror aServer Cache. 158
Stapping 2

Software version SANGFOR aCloud 6.0.1_EN Build20200307

oy 25608
SORIRACRHATIGIL e SO GR n  e ene —s ]
Network Used CPL! W Reserved: 4459 G5 & W Freallocated: 11 GB
Metwork Used Memn: 4097 MB W Avsilable: 200.41 GB W Overcommitted: 160.33 GB
Cusbrcaoles Mo R .
Uplirne: 128 days 12 hrs 58 mins - HEA Nong
Running s a4
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1922001818

Set Ta Cluster Contraller

Summary Enter Maintenance Mode

There are few more options under More which are:

a. Set To Cluster Controller: Set the selected node as the cluster controller node. This
option is only available for non-controller node.

Message

Are you sure you want to change this to cluster controller?
The node (192 2001913 will becaome the cluster controller and the existing
cluster cantraller will become an ordinary node in SAMNGFOR aCloud. We
recammend to migrate the vitual machines away fraom the new cluster
contraller so that it has enough resources to respond eficienth:

Confirm

b. Enter Maintenance Mode: Enable to allow the selected node to enter the
maintenance node for hardware maintenance such as memory replacement.
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Message X

Are you sure you want this node to enter
maintenance mode?

Flace the node in maintenance mode before replacing host
hardware like CPLU, mermory stick, and MIC. Witual machines
running on the node can be migrated to anather node before it
enters maintenance mode. The node under maintenance will not
he atarget node for DRSS and HA.

Tao maintain dizks, contact Sangfor technical suppoart
representative.

Confirm

c. Replace Node: Allow to replace node when the node facing failure. Only available
when the nodes is offline.

d. Reset: Reboot the selectd node.

Message X

Are you sure you want to Reboot the node (152.200.19.18)?
[tis better to place the node in maintenance mode before the Reboot operation,
to avoid business interruption. Before entering maintenance mode, you need to
migrate ar shut down the vitual machines running an the node.

Goto Modes, click Maore on node panel and select Maintain.

E Rehoot node without entering maintenance mode

Zonfirm

e. Power off: Power off the node.
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Notes: Besides, A clustered node can be removed from cluster by clicking Delete if its disk is
not added to virtual storage.

2.5.3 Viewing Node Details

There are the following parts: Summary, Accessible Storage, Virtual Machine, Virtual
Network Devices as shown below:

Maoce = 192.200.19.18 Summary Accessible Storage Virtual Network Devices

5 Refresh () ShutDown ) Restart

2.5.3.12 Node Summary

On the Summary page, you may view node status, basics and hardware configurations.

£ Refresh (D) ShutDown &) Restart

() Memory Description Throughput CPU  Memory 10 Speed ¥ Last Hour  Last 24 Hours
- All v
Physical Mem Running VM Merr!
VUSagE UEEQE Disk Usage
300Mbps

79+ ) | 134. 10 »

200Mbps

i(s)  Free 53.66 GB Free: 87 67 GB Free 434 GB T0OMbps

Total: 256 GB C-RAM: 21141 GB Total: 48 GB
obps
1610 16:20 1630 1640 16:50 17:00 1710

—— Inbound — Outbound

Mode Name: 1922001918 @2 43 cru & core(s) 12 Thread X 2 (Intel(R) Xeon(R) CPU E5-2620 v3 @ 2 40GHz)
Description Z Clock Speed: 2.40 GHz

Cache: 15 MB
Hardware Type: Non-Sangfor aServer aehe

Stepping: 2
Software Version SANGFOR aCloud 6.0.1_EMN Build20200307

4 W \emary 256 GB

Storage Adpler O 005 vgcpersea et Oiete [ I T
Network Used CPU 1 core(s) Z W Reserved 4458 GB (3 1 Prealiocated: 11 GB
Network Used Merm 4887 MB |24 W Available: 20041 GB W Overcormimitted: 160.33 GB
Cluster Controller Na b . NG 6
Uptime: 129 days 12 hrs 34 mins - HEA Mane
Running Vs 2 I ww RAD 1

To power off node, click Shut Down.
To reset node, click Restart.

Status: This section displays CPU usage, memory usage, disk usage, throughput, CPU
usage trend, memory usage trend, 10 speed, etc.

CPU Usage: Displays CPU usage of node. On the right side, you can view CPU usage in
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the last hour or 24 hours.

(D Mermary Description Throughput Memory 10 Speed ¥ LastHour ~ Last 24 Hours

All v

Physical Mem
Usage

79

Bunring Vi Mem

CPU Usage Usage

92 »

100%

. N e N TN N S
134+«

4 GHz X 12 core(s) 24 thread(s) Free: 53 61 GB Free: 87 B7 GB
Total: 356 GB C-RAM: 211 41 GE

0%
1610 1620 1630 1640 1650 17:00 1770

— CPU Usage

Memory Usage: Displays the total and free memory size respectively, as well as memory
usage. On the right side, you can view memory usage in the last hour or 24 hours.

(1) emory Description Throughput ~ CPU 10 Speed ¥ LastHour  Last 24 Hours
Al ©
Physical Mem Bunning VM Mer!
CPU Usage Usage Usage
279.4CE
94 « 79 » 134+
186.2605 -
4 GHz X 12 core(s) 24 thread(s)  Free: 6355 GB Free 87.67 GB 951308
Total 255 GB C-RAM 21141 GB
el
16:20 1630 1540 18:50 1700 1710 1720
— Used — Total

Disk Usage: Displays the total and free disk size respectively, as well as disk usage.

(D) Wemary Description

—

Disk Uszsane

Fhysical Mem
Jzange

79 «

Running Wil
hem Usage

134+ 10 =

CPU Usange

94 =

24 GHz ¥ 12 core(s) 24 Free: 53.76 GH Free: 87 BT GH Free: 43.4 GB

threadis) Total: 256 GB C-RAM: 211.41 GB Total: 43 GB

Throughput: Displays the trending of node throughput.
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() Mermory Description Throughput | CPU  Memory 10 Speed ¥ LastHour = Last 24 Hours

All v

Physical Mem
Usage

79

Running VM Mern
Usage

134+

CPU Usage

93

400Mbps

200Mbps

4 GHz X 12 core(s) 24 thread(s) Free: £3.84 GB Free: 87.67 GB

Tatal: 258 GB C-RAM: 21141 GE
obps

16:20 16:30 16:40 16:50 17:00 1710 17.20

— Inbound — Outbound

Basics & Hardware Configuration: This section displays basic information and hardware
configuration of node. Basic information includes Node Name, Description, Software
Version, Storage Adapter IQN, Network Used CPU, Network Used Mem, Cluster
Controller, Uptime, Running VMs. Hardware configuration is listed on the right side. (Node
Name, Description, Storage Adapter IQN, Network Used CPU and Network Used Mem
are editable).

Made Name: 1922001918 24 43 cru 6 core(s) 12 Thread X 2 (ntel(R) Xeon(R) CPU E5-2620 v3 @ 2 40GHz)
Descrigtion 24 Clock Speed: 2.40 GHz

Cache: 15 MB
Hardware Type Non-Sangfor aServer ache

Stepping: 2
Software Version: SANGFOR aCloud 6.0.1_EN Build20200307

A W Memory 256 GB

Sorage Ader (G 200508 1 el fosiapete 5 [
Network Used CPU! 1 care(s) =z W Reserved: 4458 GB Prealocated: 11 GB
Network Used Mermn 4887 MB 4] W available: 20041 GB M Overcommitted: 160.33 GB
Cluster Controller: Na b . NC ]
Untime: 129 days 12 hre 38 mins - HEA MNane
Running Yhs: pal I wm RAD 1

2.5.3.2 Viewing Accessible Storage

On the Accessible Storage page, you may view the information of datastores that the node
has access to. If a datastore is online, you may see its detailed information, such as Used,
Free, Total Capacity, ect. If that datastore is offline, Used, Free and Total Capacity will be
zero.
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00.19.18 Accessible Storage Virtual Network Devices

¢ Refresh  Test Storage 10 Speed

Datastore Type Used Free Usage Capacity Peak Read Speed Peak Write Speed

== 1scsl [Eles]] 498.5 GB 365 GE 92.64% 496 GB 118.15 MEfs 169.73 MB/s
£2 192.200.19.16/0cal Lacal storage 46GB 434 GB 957% 48GB 488 52 MBfs 326 73 MBIs
£ VirtualDatastore 1 Virtual Storage 1898 TE 10Te B5.48% 28.88TEB 39537 MBfs 184.57 MB/s

Test Storage 10 Speed: It is used to test the peak write and read 10 speed.

Mode = g Accessible Storage Virtual Network Devices

£ Refresh Test Storage IO Speed

Test Storage 10 Speed x

Diatastore: 15CS v Block Size: 64 KB W

Results

Peak Read Speed
Peak Write Speed

Read Rate Per
Process:

\Write Rate Per
Process:

2.5.3.3 Viewing VMs

On the VMs page, you may view the virtual machines running on the node. Those virtual
machines are displayed by group(Virtual machines not running on that node will not be
displayed).
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Summary Accessible Storage Virtual Networl Devices

I -

e e

WA Ce

CPU Usage & CPU Usage

Memory Usage Mermory Usage
Powered Off Powered Off Powered Off - -
Disk Usage Disk Usage

Fuzzy match is supported. You may search for virtual machine by VM name or click Advanced
Search to search for virtual machine by VM status, type and group.

Virtual Network Devices

Summary Accessible Storage

Wi name

All

Type All
Lo %o <o
ﬂ .:.& .:.& % Group Yirtual Machine v
20002 Server0003 Serverd005 A Among immediate VMs in the above group
CPU Usage
Mermnary Usagd
-ed Off Powered Off

Mizle =ane 1R l Mizk | lzane TR

On the Virtual Network Devices page, You may view the network device which running on
the nodes. Those network devices are displayed by group(Network devices not running on
that node will not be displayed).

Summary Accessible Storage Virtual Network Devices

1AM

ST

Oo0oo0oooaojo

AF

L - 2. AR

2.5.4 Physical Interface

You may view the following information of physical interfaces on the Physical Interface tab:
Network, VLAN ID, Use of interface, IP address, Gateway, Driver, Link Mode, Status,
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and Operation.

EOHENELES Communication Interfaces

C' Refresh € Add Multiple Aggregate Interfaces & Add Multiple VLAN Subinterfaces & Edit Multiple {} Advanced v

System Disks

Node Name

IP Address.

Use of Interface Descript Gateway Driver T, Link Mode Status  Operation

192.200.19.18 [ etho - Management Int - 192.200.19 192.200.19.1 igh Auto-negotiation v Edit

192.200.19.19 [ etma - Edge-connected - - - igb Auta-negotiation v Ediit

eth2 - Storage Network. - - - igh Auto-negotiation
ethd - Storage Network - - - igb Auto-negotiation
Bthd - Edge-connected - 19216819 - igh Auto-negotiation v Ediit
eths - Overlay Network - 17217183 - igh Auto-negotiation v Edit

To edit interface, click Edit in Operation column to enter the Edit Interface page.

On the following page, you can modify interface settings exclusive of Name and MAC
address.

Edit Interface (192.200.19.18) x
Narne: sth0

Description

WLAN 1D Add a VAN subinterface to specify VLAN ID

IF Address 1922001918

hetrask: 2552552550

Gateway 192.200.19.1

A Advaneed

Link Macle: Auto-negotiation v‘
MTU 1500 @
MAC Address: 00:e0ed:5b:11:5¢

2.5.4.1 Adding Aggregate Interface

Aggregate interface helps to improve performance of data communication, and supports
data redundancy based on IP address and MAC address. When one of the interfaces is not
available, data will be transmitted via other interfaces so that service continuity is ensured.

m EOYAIEIGEGEMI Communication Interfaces System Disks

' Refresh | Add Multiple Aggregate Interfaces | @ Add Multiple VLAN Subinterfaces # Edit Multiple £X Advanced v
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Add Multiple Aggregate Interfaces X

) The connected physical switch must be configured accordingly based on specified load balancing mode.
IP address cannot be changed when adding new aggregate interface. You may change it after this operation. If any of the selected interfaces is a management interface or averlay netwark interface, the
created aggregate interface will inherit its use and IP address
If a member interface has been used for disaster recovery or iSCSI, aggregation operation will invalidate the original use of that interface. Please configure another interface for that feature after adding

aggregate interface

£ Edit Mutilple

Node Name Physical Interface (D) Load Balancing Mode IP Address Netmask Gateway
192.200.18.18 &th0 eth5 v Activelstandby (Mode v Use eth0 P address (192.200.19.18) 255265 265.0 182.200.18.1
192.200.19.19 &th0 eth5 ~  Activelstandby (Mode v Use eth0IP address (192.200.19.19) 355355 255.0 182.200.18.1

A

Aggregate interface must be configured on connected physical switch accordingly,
otherwise network may be disconnected.

Previous connections on member interfaces must be set up again via aggregate interface,
since they are dropped because assigned IP addresses are removed.

2.5.4.2 Configuring Advanced Settings

On the Physical interface page, you may configure DNS Server, Static Route,Inter-Host
Communication Interfaces by clicking Advanced > Other, as shown on the following page.

Mode IP Addre

Node 182.200
Starage MNetwark Interface
@I eth3 - Storage Metwork Interface
@I athd - Edge-connected Interface - 192,168
I@lelhs - Owerlay Metwork Interface - 172171
[ ethe
[ eth?
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DNS Server: It is required when node needs to connect to the Internet to resolve domain
name. For instance, DNS server should be configured when the node accesses NFS server
through its domain name, synchronizes time, or sends alert email. Up to 3 DNS servers can

be configured.

Others (192.200.19.18) b4
DNS Static Route Inter-Host Communication Interfaces
Preferred ONS:
Alternate DNS 1:
Alternate DNS 2:

Close
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Inter-Host Communication Interface: It includes management interface which is used to
manage nodes, and overlay network interface(VXLAN). Overlay network interface is a
physical interface used for communication among virtual machines. If there are more than
one physical interfaces on host, you need to specify one interface for host communication.
IP

Others (192.200.19.18) X
DNS Static Route Inter-Host Communication Interfaces

Management Interface: ath v

Crverlay Network Interface (YVXLAN): aths v

addresses of communication
interfaces should be on a same network segment.

2.5.4.3 Adding Static Route

To add a static route for node, click Static Routes to enter the following page and specify the
following fields: Destination IP, Netmask and Next-Hop IP.

Add New Static Route

IP Address

Netmask:

Next-Hop IP:
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2.5. Communication Interface

Under communication interface, you can view or change the configuration for each type of
interfaces. Starting from version 6.0.0, flow control function has been added to control the
traffic flow for the reused interfaces.

m Physical Interfaces | 0 Wl system Disks

C' Refresh £ Seftings 4% Cluster IP Andress @ Netwark Interface Planning Tips

Amanagement Interface Is used to manage business across the cluster, Including infiating femplate upeale, execuling backup and recovery commands, checking whether the node (s offine
Node Mame Management Interfsce Intertace 1P Hetmask Gateway Driver Type: Link Mode
-connected Interface
Nore 192.20019.18 | eth0 1922001918 2652552550 192200190 o Autg-neguilation (000K / Full-dug

1822001918 ] eth0 192 2001918 265255 255.0 192200191 g Adto-negotiation (1 000K J Full-dug

2.5.5.1Management Interface
Management interface in HCl will be used for several function such as managing the HCI,
migrations, connecting external storage, template update, backup and more.

Settings: Allow to select specified physical interface as management interface with the IP
address, netmask and gateway configuration.

Settings b

£ Edit Mutilple

Mode Mame Management Interface Interface IP Metmagk Gateway
Mode 192.200.1.. @I athl ~ 1922001919 2eR.265.2660 182,200,191
1922001918 @ eth ~ 192.200.19.18 2502662550 192.200.19.1

Cluster IP Address: Allow to change cluster settings which included cluster ip, netmask and
Cluster name.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
277



iZluster IP Address

HCI platform supports web-hased access anthe cluster IP address, which makes M management mare stahle.

nder narmal circumstances, SANGFOR aCloud GUI is reachable through IP address of any managed node
unless the node fails.

With cluster IP address, you will never lose control of the management even when one node fails unexpectedly,

SAMNGFOR aCloud management through cluster IP address improves system stahility and reliahility dramatically,

Cluster IF: 192.200.19.20
Metrmask: 2852652550
Cluster Mame: CTI HC test

2.5.5.2 Overlay Network Interface

Overlay network interface will be used for inter-nodes communication for the virtual devices

and virtual machines.

@ Network Interface Planning Tips

An overlay network interface is used for business data ransfer across nodes. ¥is running on different nodes communicate with each other through this interface.
MNode Name Overlay Network Interface Interface IP Netmask Driver Type Link hode Lyt VLAN ID

Node 1922001818 [ et 17247184 265.265.255.0 igh

1822001818 [ etns 17217193 255255.255.0 igh

Auto-negotiation (10001 / Full-dupl.. 1500

Auto-negotiation (10004 / Full-dupl. 1500
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Settings

¢ Refresh | £ Edit Mutilple

3% |P Address Pool | | [ Edit v

AN Port

WHLAN Port | 5472 W

Cancel

Nade Mame Cwerlay Metwark Interface
Mode 192.200.19.19 (] eths v 1

192.200.19.18 IE\ etha v 17217193 295.255.255.0

D Enable high performance mode (MTL will be changed to 1600 and therefore Jurnbao Frame must be enabled aon physical switch to avoid
netwark failure)

Edit Multiple: Allow to edit the physical interfaces for all nodes.

& Edit Mutilple €% |IP Address Pool A Edi LN Port

Interface P Metmask
. [/ Physical Inferface: 17217.18.1 255 255.255.0
se of Interface Link Mode
methﬂ Management Interface  Auto-negotiation (1000w 7 Ful..
eth1 Edge-connected Int... Auto-negotiation
@]etm Edge-connected Int... Auto-negotiation (1000 7 Ful. ..
@Ieths Owverlay Metwork Int... Auto-negotiation (1000 7 Ful. ..

IP Address Pool: Configure the IP Pool for the overlay network.
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IF Address Pool by

Q Specify IP address for overlay network interface (XLAM) to enable virtual machines running on

different nodes to communicate with one another.

IP Addresses: {each node is assigned an IP address)

127 18117217 19,10

Example

Metmask: 2552552850

WHlAN Port: | 5472
a472

47849

47490

Overlay Network interface: Change the physical interface for overlay network on
corresponding nodes.

Enable high performance mode: MTU will be changed to 1600 to improve performance for
overlay network. Connected switch are required to enabled Jumbo Frame if this option has
been enabled.

2.5.5.3 Edge-connected interface

Edge-connected interface is the interface which forward the traffic from virtual machines
and virtual devices to the connected physical switch.
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C' Refresh # Edit Topology @ Network Interface Planning Tips

A0 v

used for cluster to

wilh g M3 are etk thiough
Hodé Name Edge-connectad Inteface 1P Address Netrmask Ditver Type Link Mode

4 =dget

Hode 1922001919 Ludetht - - igb Auto-negotiation
1922001918 o) etht . . igb Auo-negotiation

4 Edgel
Hoge 1922001919 [l eme 18216818171 255 255 2650 igb Auto-negotiation (1 000M / Ful
1922001918 L etha 19216818172 155 2552560 igh Aulo-negoliation (1 D00 £ Ful

Edit Topology : It will redirect to the Network tab where you can edit the edge configuration.

2.5.5.4 Storage Network Interface

Storage network interface will be used to connect the SAN between 2 nodes. It will be used
to sync the data and the storage resource across nodes will be access through this interface.

1. Navigate to Nodes > Communication Interfaces > Storage Network Interface, and
select Settings.

' Refresh | # Settings | £3 Test Connectivity

Astarage network interface is used for communicatian between iferent nodes inthe cluster VMs sctess starage resoues scross nades thraugh this inferface Storage

Mode Mame Physical Interface Interface [P Negatiaied Rate MTU
Mode 192 2001919 eth2, eth3 10251819 1000Mbis 1500

1922001918 eth2, #th3 1025191 1000Mbis 1500

2. Specify Interface Mode:

a. Dedicated Mode : Use a separate physical NIC as storage network interface for
better performance and stable bandwidth.

b. Shared Mode : Use one physical interface as storage network interface and logical
interfaces of other functions when number of physical interfaces are insufficient.

Precautions:

1. It is required to use aggregate interface for Shared Mode and the member
interface must be 10G.

2. Currently only 2 types of NIC support Shared Mode storage network interface
which are Mellanox CX4 and Intel X710.

3. Changing interface mode required to power off all VM before the operation.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
281



Settings

o Specify Interface Mode

o Specify Deployment Mode

Storage Network
Int ]

Dedicated Mode (recommended)

Use a physical interface exclusively as
storage network interface to achieve more
stable bandwidth and better performance for
virtual storage.

o Select Storage Network Interface

Storage Network Other Communication

Inte Interfaces

Shared Mode

Use one physical interface as storage
network interface and logical interfaces of
other functions when number of physical

interfaces are insufficient

©

4. Specify Deployment Mode for the storage network interface.

a. Link aggregation disabled

e Select this option when only 1 physical NIC available for Storage
Network Interface.

e If there are only two nodes, simply use a cable to connect one
another, without using any switch.

e Drawbacks: Storage on the node will be inaccessible if one link fails.
b. Link aggregation with one switch
e Select this option when both physical NIC connected to one switch.
e Select this option when connecting to a stack switch.
c. Link aggregation with two switches

e Select this option when the physical NICs connected to different
switch.

e If there are only two nodes, simply use a cable to connect one
another, without using any switch.

Notes: Changing deployment mode for storage network interface required all
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VM/NFV to be powered.

Settings X

0 Specify Interface Mode o Specify Deployment Mode e Select Storage Network Interface

Deployment Mode (for data communication among clustered nodes)

Link aggregation disabled O Link aggregation with one switch Link aggregation with two switches
Link Aggregation with One Switch
Benefits
} Fault tolerance capability of storage area network is higher. A single link failure

will not affect storage communication. Bandwidth of 2 links can be used when

there are multiple virtual disks.
EHEL Drawbacks
Once switch fails, the virtual storage would get offline.
= = = -

Storage area network (SAN) is used for data transmission across nodes.
Please connect the nodes with cables according to the diagram.

Layer 2 switch can be used, no change required.

it |

5. Lastly, specify the interface used for storage network and configure the
corresponding IP address for communication.
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Settings b

O Specify Interface Mode O Specify Deployment Mode o Select Storage Network Interface
Mode Name FPhysical Interface Interface IP Status
192.168.20.36 eth0 - 10.251.251.1 124 @ Normal
192.168.20.37 efh1 - 10.251.251.2 124 @ Normal

Each node communicates with another one using two physical interfaces which are
connected to a same layer 2 switch. Storage network interfaces will be aggregated
automatically without the need to configure link aggregation on switch. After the
deployment mode is selected, you need to deploy the network according to the digram
illustrating deployment architecture of storage area network, and then select storage
network interface for each node and configure IP address for that interface.

Test Connectivity: This allow to test whether the storage network has been isolated from
other network.
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Test Connectivity w

Q This IF address is used to ping connectivity to the node to check whether
itis isolated Read More

Better be router |IP address that is always connecied.

|F Address:

QK

2.5.5.5 Flow Control

Flow control is the function which restrict the peak traffic for each types of interface to
ensure the performance for each interface for the network multiplexing port .

Network QoS can be applied to the traffics through the flow control.

C' Refresh | # Settings Network Interface Planning Tips

111s recommendad 1o enable Aow ontiol and Set pesk rates to ywhen Intertats, Vi intertats, ofthese inter node summary page
[ NodeName Reused Interface Link Mooe (1} Management inferface Peak Rate  VHLAN Interface Pesk Rate Edge-connactad Inteace FPeak Rate (1) Flow Contral

M 192188203 eth 1 Obps

4 192188204 el 1 0bps

M 192168205 1 00ps

Settings: Configure the Peak Rate for each interface accordingly.

Settings X

[] Mode Mame Reuszed Interface Link Mode (i) Management Interface Peak Rate WHLAN Interface Peak Rate  Edge-connected Interface Peak Rate (1)
A 192.168.20.3 etho 1 Ghps I:IMbDS Mbps Mbps
D 192.168.20.4 ethd 1 Gbps Mhps Mbps Mhps
O 192.168.20.5 ethl 1 Ghps Mhps Mhps Mbps

Enable Flow Control: Allow to enable the flow control for the selected nodes after peak rate
has been configured.

Disable Flow Control: Allow to disable the flow control for the selected nodes after peak rate
has been configured.
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2.5.6 System disk
Starting from aCloud6.0.0., system disk can be replace individually without replacing the
whole node, including the storage disk.

The business integrity and availability can be ensure by replacing the system disk through
the following steps:

Migrate VMs

a
b. Enter Host Maintenance Mode

o

System config backup
d. Rebooting and proceed with OS disk replacement
e. 1SO guided OS re-installation

Physical Interfaces | Communication Interfaces

Hote 4 DiskTag Status. Tope 55D Lifetime Remaining Operation
192166203 1KTA_FORESEE_1280B_850_H34375R002848 © nomal 850 W% Replace System Disk

192168.20.4 1ATA_FORESEE_12868_S50_H34375R003300 © Hormal 88D 92% Replace Systerm Di

oooao

192168205 1ATA_FORESEE_1 28GB_S80_H24375R003391 O Hormal 880 9% &place System Di

1. You will be prompted to enter maintenance after clicking Repalce System Disk.

Alert X

Node of the system disk has hot entered maintenance mode. Please enter
maihntenance mode before replacing its system disk.

Enter Maintenance Mode

2. Before enter the maintenance mode, it provides the options to migrate VM to
another host or shutdown the VM.
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Enter Maintenance Mode b4

o Select Operation o Devices to Be Shut Down o Devices to Be Migrated

() Prior to enabling maintenance mode, migrate or shut down its running virtual machine or network devices o avoid business interruption

Expand Al [ Collapse All () Select Shut Down for Multiple Name Q I

Device Name Datasiore Operation
[} = Virtual Machine

E‘ Default Group

..... = migrate VirtualDatastore1 Migrate v

Migrate

Virtual Network Device

Shut Down

i Rout . : §
outer Can choose either migrate VMs

or shutdown the VM

“ Can‘:el

Physical Network Use of Interface System Disk

£ Refresh 1= Sort by Name v Message x

The node enters maintenance mode when al the virtual network
devices and virtual machines running on it are migrated or shut
down.You may perform shutdown, reboot and replacing node (in
powered-off state) operations on the node in maintenance mode.
Notes:

1. I any virtual machine has ongoing task (e.9., backup), the node

may be unable to enter maintenance mode. In this c: wait for the

task to complete and then try again.
2. If you select to perform an unreasonable operation on the device

192.168.20.37 (Master) 192.168.20.36

(such as you cannat find a suitable host to migrate the VM), you can

CPU Usage 37% reselect it or manually process it before trying again
[ Auto shut down node after entering maintenance mode:

] o Total 47%
Being Maintained e Enter admin password to confirm operation:

Memory Usage Password |

“

3. After host entered maintenance mode, proceed to replace the system disk.

OK b'e

System disk replacement is not applicable to the scenario where RAID is set up with syste
m disks. In that scenario, contact technical support representative.

Note: If there have RAID configuration done on the OS disk, kindly contact technical
support to assist you on your issue.

4. Click on the backup to save a copy of config into available host.
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Replace System Disk

o System Configuration Backup ° Replace System Disk

Back up system disk configuration to another node in the cluster

Y configuration includes e, IP and other network settings, cluster settings, SP, virtual storage settings, aServer
signature.

Back Up

Replace System Disk

@ svstem conniguration Backup @ reviace system pisk

Back up system disk configuration to ancther node in the cluster
System configuration includes hostname, IP address and other network settings, cluster settings, SP, virtual storage settings, aServer
sighature

Backup Progress
I, 100
@ completed

5. Click “finish” to complete the system disk replacement wizard.
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Replace System Disk b'e

0 System Configuration Backup o Replace System Disk
Steps
o Prepare a system disk
Disk Size: >=120GB
Digk Status: For S3D, its lifetime should have more than 80% remaining; For HDD, it should not have any bad sectors.

@ Shut down the node, plug out the existing disk and insert a new one
Node: 192.168.20.37
Data Status: Unmigrated VM(s) or unbacked up data will remain on the old system disk_

Turn System Disk LED

G Start the node from the same version of CD/USE drive, select Replace System Disk, and then follow instructions to install the new

system disk
aCloud Platform: aCloudf 0.0_EMN_E (consistent with the original system disk)
Mode [P: 182 165820 27 (consistent with the original management interface address)

o After successful installation, exit the CD/USB drive and restart the node

e After replacement is completed, go to Nodes and turn off maintenance mode for the node.

6. Make a bootable USB with ISO file HCI 6.0.0 EN or above, and restart the nodes.
Select boot from USB.

7. Select Third option “Replace Sysdisk Install Sangfor HCI on this”

sangtorsaCloud” Elatforn

Installll SangEerRatluud oni this nachine
grate this s machine b

Press Enter to boot or Tab to edit option
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8. Configure network configuration for the booting ISO.
Local IP: Replacement node IP

Netmask: Network subnet mask
Master IP: Cluster IP address

Gateway: Default gateway for the IP
Helcome to SANGFOR aCloud

Network Configuration
Please Configure Network:

LOCAL IP: [CEBCERLEAN
Netmask: 255 .255.255.0

MASTER IP: 192.168.20.35
Gateway : 192.168.20.1
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Helcome to SANGFOR aCloud

Network Configuration for ethd
Ethernet Interface: ethd
LOCAL HOST IP: 192.168.20.211
Netmask: 255.255.255.0
Gateway Address: 192.168.20.1

Cluster Master IP: 192.168.20.35

9. SelectYes to restoring backup configuration from the system.
Helcome to SANGFOR aCloud

Backup package information for restoring configuration

The filtered backup package information used to restore
the system configuration is as follous:

Package

Name :be69150c4dS57£28f2017bE5503a10e69 _host-5853c005680d43
192.168.20.37_6.0.0_EN_B_20191104112504

Package Backup Time: 20191104112504

Note: This backup package may be retrieved from the
cluster based on the IP(192.168.20.37) field due to the
addition or deletion of the host network card. Please

682

< No >

201



SANGFOR aCloud
Select the disk where you want to install:

1
|
|
|
|
|
|
|
1
|
+

CCancal>

After click ok, it has to wait some time for HCI firmware installation on this new OS
disk.
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10. After all, it has to quit the maintenance mode to verify the new OS disk is working

fine.
Helcome to SANGFOR aCloud

Replcae Suysdisk Completed
1)Please check whether the order of network card has
changed and adjust the network configuration in time.
2)After the host reboot and enters the original cluster,

please operate the host to exit the single host
maintenance mode
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2.6 System

System includes General, System Maintenance and Others. General includes Licensing,
Date and Time, System Administrators and Permissions, Alarm Options, Cluster Settings,
System Backup and Restore, and VM Backup and Recovery. System Maintenance
includes Tech Support & Download, Logs and Alarms, Upgrade, Health Check and
Customization. Others includes Recycle Bin and HA & Resource Scheduling.

Compute Networking Storage Nodes Rellabilty

2.6.1 Licensing

It includes Basic Components, aSEC(Security) and Advanced License. Basic Components
includes aSV(Compute Virtualization), aNET(Network Virtualization), aSAN(Storage
Virtualization), SCP(Sangfor Cloud Platform). aSEC(Security) includes vNGAF, vADC, VIAM,
vSSL VPN, vWOC, etc. Advanced License includes CDP(Continuous), aHM(Heterogeneous
Virtualization Mgmt), Security Integration (aSl), . aSC (Stretched Cluster) and aGPU
(Graphics Card Management).

There are two editions, Trial Edition, and Enterprise Edition.

As for Upgrade To Enterprise Edition, a USB key is required to be plugged into one clustered
node.

The Enterprise Edition is shown as follows:
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Sangfor HClez

Networking Storage Nodes @ Health Check

Tasks Recycle Bin
y Administrators and Permissions Alerts Log Export and Cleanup

Ediion- [Pro]Enterprise Edition

Date and Time: Health Check

Cluster Setlings System Diagnostics
Basic Components: o ysiem Diag

System Backup and Restore Upgrade
25V (Compute Virtuzlization) aNET (Network Virualization) aSAN (Storage Virtualization) Advanced Settings Service Packs
Version V620 Version: V520 Version Customizalion Toch Support and Download
Expiration Date: 2021-08-30 Host CPUs: 8/100 UsediLicensed CPUs: Conelated Secuiity Sevice
Host CPUs: &/ 100 Expiration Date: 2021-08-28

Port Management
Distributed Firewalls: Enabled

from 10AM-6PM PS.

Edition: [Pre]Enterprise Edition

Basic Components: Undate Service Expiration Date: 2021.08-29

a5V (Compute Vitualizaion) SMET (Network Virtualization) aSAN (Storage Virualization)
Version VE20  Versian VE20  Version

Expiration Date 20210830 Host CRUS /100 Usedilicensed CRUS

Host CPUS /100 Expiration Date 20210828

Distributed Firewalls Enabled

ice available

ST

y software update

‘Support +60 127-1M7-129(7511)
Sales: +60 127-117-128(7511)
Email: tech suppori@sangfor com

aSEC Components,

&5 NGAF (Next Generation Application . .ADC (Application Delivery Contralier) & ssLven © 1AM (Intemet Access Management)

Expiration Date 2021-08-28 Expiration Date 20210828 Expirafion Date 2021.08-28 Expirafion Date 20210828
Update Service 2021-08-28 Update Service 20210828 Update Service 20210828 Update Service 2021-08-28
Evpiration Date Expiration Date Expiration Date Expiration Date

100 Mbps (97100) 500 Miops. 17100} ¥SSL-100 (17100 50 Mbps (17100
200 Miops (17100) 1Gops @100 vSSL-200 (11100 100 Mps (17100
400 Mbps (4100) 3Ghps 7100} vESL-400 (17100) 200 Mbps (27100

View Details View Details View Details View Delails

Advanced Components:

COP (Continuous Data Protection) aHM (Heterogeneous Virtuziization Mgt 3SC (Stretched Cluster) Securtty Integration (aS1) 3GPU (Graphics Card Management)

Version. ve20 Version. V620 Version Version V620 Version V620

Expiration Date: 20210828 Expiration Date: 20210828 UsedlLicensed CPUS Expiration Date: 20210828 Expiration Date: 20210828

Virtual Machines: /100 Vidviare vCenter on GPU 0100
Max Backed-up Vis:

Edit License Key: To edit license key, click Edit License Key.

Import License Key File: To import a license key file, click Import License Key File.

n: [FroEnterprise Edition

X Licensing Mode: USB Key, Export Device Info File
e KeyID: CCEC4C4A25003603  Usemame. fesi

SV (Compute Virtualization) aNET (Netwrark Virtualization) S AN (Storage Virualization) Basic Components:

Version: VE20  Version V620 Version °
Expiration Date. 210830 Hos! CPLS. 8/100  Usediicensed CPUS. asv. TOVTOMLIA ZXTEOGN ¥ QITLNGDS B0ULSES
Host CRUs: 64100 Expiration Date 2021-08-28 KO41BUOKIUACPTuxANZPSKFDASVDraBS1 @

Network Virtualization (aNET)
Distributed Firewalls Enabled letwork Virtualization (a

X ZCOKPWAAAGAACAAQZAAAAAAAAAAAAAAA @ from 10AM-6PM PST.
Storage Virtualization (aSAN ofeware update

aSEC Components:
SyW63q+YjpZ+ndTZHC2PS07wWDOVTd1DHGY ©

ue @
2ZFRIBJISYRNAB11UB2NKyTTMAEXXEBDMTVIC D R ESEET)

Sales: +60 127-117-128(7511)
Email: tech suppori@sangfor.com

aSEC Components:
&5 NGAF (Next Generation Application B 20 (2ppiication Deivery Controller) @ 1M (nt

Expiration Date 2021-08-28 Expiration Date 2021-08-28 Expiration Date 2021-08-28 Expiration Date 2021-08-28

Export License Key File: To export license key file, click Export License Key File, as shown
below:
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Edition: [Pro]Enterprise Edition
Basic Components: Update Service Expiration Date: 2021.08:29

25V (Compute Virtualization) aNET (Network Virtualization) aSAN (Storage Virualization)
Version VB20 Version V620 Version

Expiration Date: 2021-08-30 Host CPUS: 67100 UsediLicensed CPUS:

Host CPUS 61100 Expiration Date: 2021-08-28

Cistribuled Firewalls Enabled

‘Support: +60 127-117-129(7511)
Sales: 2

aSEC Components: 5(751)

25(
Email: tlech support@sangfor.com

&5 NGAF (Next Generafion Application [l 40C (#ppication Delivery Controller) 4% SSLVPN I 1AM (Intemet Access Management)

Details: It displays detailed configurations, such as Max Network Devices, Resource
Distribution, Licensed Features, etc.

asV (Compute Virtualization) aNET (Metwork Virtualization) aSAMN (Sterage Virtualization)
ersion: V305
Max Metwork Devices
Expiration Date: - “ 67100
100 Mbps: 100 Created: 9
Host CPUs: 200 Mops: 100 Created: 1
400 Mbps: 100 Created: 4
500 Mbps: 100 Created: 1
1.6 Gbps: 100 Created: 1
Resource Distribution
Branch VPN Sites: 100 Used: 51
S5L VPN Users: 100 Used: 51
Server Access Verfication: 100 Used: 43
aSEC Components: Mobile VPN Users: 100 Used: 49
8 NGAF (Next Generation & 12M (Intemet Access Management)
Licensed Features
Expiration Date Cross-ISP Access Opfimization IPSec VPN Ps 2021-08-25 Expiration Date 2021-03-28
Update Servi 2021-08-25 Update Servi 2021-05-28
pdate semice Antivirus Web App Protection Bandwidth Management pdate Senice
Expiration Date Expiration Date
Application Confrol Web Filter Data Leak Protection
100 Mbps (14100) 50 Mbps (17100)
200 Mbps APT Deteclion RT Vulnerability Scanner 17100} 100 Mbps (11100
400 Mbps Advanced Funciionality Software Upgrade (1/100) 200 Mbps (2 £100)
i
View Detals IPS Vulnerability Database WAF Signature Database b View Detais

Virtual key function has been added to HCl since version 6.1.0. It allows HCl to be authorized
without the physical USB key which might be damaged during the delivery progress.

1. The very first step for the virtual key licensing is to export the device information used
to generate the license file. Under System > Licensing, select Edit License Key and
select Export Device Info File.
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e Sangfor HClz
RS

System > Licensing

Editon:  [Pro]Enterprise Edition
Basic Componants:

a5V (Gompute Virtualization)
Versior: V620
Expiration Date: 20210830

Host GPUs 67100

Editon: [PrdEnterprise Edition
Basic Components:

a8V (Compute Virtualization)
Version V620
Expiration Date: 2021-08-30

Host CPUS 67100

aSEC Components:

5 NGAF (Next Generation Application ...

Compute

aNET (Network Virualization)
Version

Host CPUs:

Expiration Date:

Distributed Firewalls

aNET (Network Virtualization)
Version: V620
Hast CPUs: 67100
Expiration Date 20210828

Distributed Firewalls Enabled

V620
67100

Networking Storage Reliability

aSAN (Storage Virtualization)
Version:

UsediLicensed CPUs:

2021.08-28
Enabled

SSAN (Storage Virualization)
Version

UsediLicensed CPUs.

Licensing

Administralors and Permissions
Date: and Time

Cluster Setfings

System Backup and Resiore
Advanced Setiings
Gustomization

Comelated Securily Service

Port Management

@Hn-.ua:k gﬁ

Recycle Bin
Alerts Log Export and Cleanup
Health Check

System Diagnostics

Upgrade

Senvice Packs

Tech Support and Download
{nod

rvice
from 10AM-6PM PS

Update Service Expiration Date: 2021-08-29

Add up to 64 nodes toa
clus

‘Support: +60 127-117-129(7511)
Sales: 460 127-117-129(7511)
Email: tech suppori@sangfor com

Bl ~0C (sppication Delivery Controer) 4 SSLVPN [ 1AM (Intemet Access Management)

Licensing Mode: USE Key  Import License Key File I Export Device Info File
Key ID: CCEC4C4A25003603

Username: test

Basic Components:

25V TCVFQ4LM-ZXT8DOVY-QKTLNSD9-8DUUSES ©

Add up to 64 nodes to a
cluster

- — . K941 BWOKIutoPTwxAnVZPSXFDASVDSBS1 o
Metwork Vidualization (aMET):

Customer Service available
from 10AM-6PM PST
Simplify software update

(]
Storage Virualization (@SAN) ZEOPUAAAGAACAAQZAAAAARAAAAAAAAS

aSEC Components:
SYE3Iq+YjpZ+nd TZHC2PSOTWDOVTd1DHGY o

FRIGJISYRNAB11UB2NkyTTMAEXBDMTWIC @
= " 4 astm Support: +60 127-117-129(7511)

- Sales: +60 127-117-129(F511)

OK Emsail: tech.suppori@=sangfor.com

nt

2. Afterthat, provide this file to the corresponding Sangfor personnel for them to apply
for the license file.

3. Once the application has been approved or processed, the license file will be
generated.

4. Import the license file for the licensing.
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2.6.2 DateandTime

You can change date and time on Sangfor HCI platform and sync its time with NTP server.

15:19:37

(UTG+08:00) Irkutsk, Beijing

Change:

Sync Time vith NTP Server

Select an NTP server fi down list enter one by ursel

2.6.2.1 Changing Date and Time

It displays date and time on SANGFOR HCI platform. To configure date and time, click
Change.

Date and Time ®

4 2021- Jan 4

Sun Mon Tue Wed Thu Fri Sat 1 5 . 1 9 . 41 -
b
| |

2 4 5 8 7 8 89

10 11 12 13 14 15 186 (UTC+03:00) Irkuisk, Beijing -
17 18 1% 20 21 22 23

24 25 26 E 28 29 30 Sync with Local PC

31

“
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To sync time with local PC, click Sync with Local PC. Click OK to save the changes.

After saving changes to date and time, you need to log in again.

2.6.2.2 Time Synchronization

To synctime with NTP server, select one NTP server from the drop-down list, as shown below:

Sync Time with NTP Server

Server:

pool.ntp.org| -

fime. windows.com

fime._nist.gov

fime-manist.gov

fime-a_nist.gov

firme-b_nist.gov

Click Save and a dialog box pops up asking whether to sync now, click OK to confirm.
Synchronizing time with NTP server requires that the DNS server should be configured
correctly and network connection is also required.

Message *

Sync Now
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2.6.3 System Administrators and Permissions

You can add multiple admin accounts and assign different privileges to those accounts.
System > Administrators and Pesmissions. Administrators.

s Refresh (® AddNew Account  [3] New Group

[£ Move  fi Delete (3 Login & Password Policy

Description Group Password Validity

Default Group Unlimited

sangfor System Admin @guest123 Default Group CPU: Unlimited; Memory: Unlimited; Unlimited Edil Re:
Junwei System Admin - Default Group CPU: Unlimited; Memory: Unlimited; Unlimited Edil Re:

demo_hci System Admin = Default Group CPU: Unlimited; Memory: Unlimited; Unlimited Edit

2.6.3.12 Adding Administrator Account

To create an admin account to log into Sangfor HCI, click System Administrators and
Permissions to enter the following page. To add an admin account, click Add to enter the
Add Account page, as shown below:

New Account ®
Mame:
Description:
Role: System Admin - (D
Group: Default Group -
Password: )

Confirm Password:

Administrative permissions on Reliability and System,

System:
excluding Administrators and Pemmissions, and Log
Export and Cleanup

Resource

Permissions & Settings

Cluota:

“
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Specify Name, Description, Password and Retype Password fields and a group. To avoid
typing a wrong password, Retype Password field is required. To configure permissions, click
Settings.

On the Permissions page, there are three tabs, Permissions, Resources and System. As for
Permissions, it includes permissions on such resources as virtual machines, virtual network,
virtual storage and physical disks.

Resource Permissions & Quota *

Physical Resources Virtual Resources Resource Quota

By default, no resource is selected. You can creale a resource group for Adminisirators or select resources from the resource poo

Available Selected
_ - l'-; I
Assef Asset Pemissions Remove
= All Resources No data available
_?_| Virtual Storage
== Node-1local
=
&= node-2Mocal
=
-
== Mode-3local
- -
& VirtualDatastore1
= Physical Disk
-
= INTEL 55D5C2KG48_ATA_355cd2e. ..
-
= INTEL S5DSC2KG48_ATA_355cd2e. ..
D=

Permissions: (permissions on Home, Storage, Modes and VM list in Compute)

“

As for Resources, it includes CPU, memory and storage. The resources are allocated to the
administrator to create virtual machines only, not taken up by virtual machines that are
created by other administrators but are managed by this administrator.
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Resource Permissions & Quota *

Physical Resources Virtual Resources Resource Quota
@) By default, no resource is selected. You can creale a resource group for Administrators or select resources from the resource pool
Available Selected
Asset HAsset Permissions Remove
3 Wirtual machine
EI Adrin Vi
3 AnfiProxyCollection
I] BestPractice
EI DS TEAM
EI Demo HCI
I] ECR and CCOM DEMO
II Intern 2021

As for System, it includes Physical resources, System configuration and maintenance and
Service maintenance.
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Resource Permissions & Quota ®

Physical Resources Virtual Resources Resource Quota

CPU: © Unlimited

Max cores for powered-on VM{s)

core(s)

Memory: © Unlimited

Max memaory for powerad-on VM(s)

GE
Storage: O Unlimited
Max disk size for all the VM(s)
GE
MNote: The above resource quotas are applied only to virtual machines created by this Administrator but not applied to virtual machines created by

any other Administrator which are managed by this Adminisirator.

_

As for Physical resources, it includes configuration of Home, Storage and Nodes and view
all the virtual machines.

As for System setting and maintenance, it includes configuration of some System General
and Maintenance settings, including Licensing, Data and Time, Alarm Options, Cluster,
System Backup and Restore, Tech Support and Download, etc.

As for Others, it includes configuration of some System General and Maintenance settings,
including VM Backup and Recovery, Recycle Bin, HA and Resource Scheduling.

2.6.3.2 Login & Password Policy

Login and password policy can be configured for all System Administrators account. This
helps to improve the security by limiting the password minimum length, retry attempts,
validity and timeout session.
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Login & Password Policy ps

Password Policy

Minimum Length: ] (i
Complonty: Simple T @
Walidity: Unlimited -
El?grﬁpaig:mmm Retry 5 - (i
Login Policy

Login Interval: 1 =econd -
Session Timeout: G400 - (i

Dizable mulfiple logins for same user (i)

The same account can only be used to log in from one IP address.

Google Authenticator OTP (i)
Keep time difference between the cluster and your mobile phone within
30 seconds.

To send verification code by email, configure SMTP Server

2.6.3.3 Assigning Permissions

On the Permissions tab, accounts can be assigned with different permissions, as shown
below:

After adding accounts and having assigned permissions to those accounts, you can edit
permissions on the Compute and Networking page, as shown below.
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‘System ~ Syetem Administore and Permissiane

T Refresh (5 New T Delete

O same
g
Deginy ras mecnne
Razc-on semmzsin
R

O vz

[0 wewerszamiisiaton

Edit Permiszions

Name Metwork administration

Descrigtion: Uze network functions

[=] [m] &0 permizsions

[} [m] Commuse

E NEswoTking

‘System > SyEiEM AQINiSraAorS a7 PemissknG

7 Refresh (5 New T Delete

Descrizen =]
Allpermissins
Depoywnal mecTPe

SeBe-0n pErmER

Use izl macnines

s nstuork nstins I:l

| v
s
Dapojvinaa micnine
Rest-onl permission
No penmission

[0 viasmsraton

& e ameisranen

Sescrigion B
Al permiszins
Depi) urnaEl mecne

Reag only permission

Useviris! machines

Use natuon Ancsons £4

Permission of editing virtual network is similar to that of editing VM

L ————

s Refresh (D) New 17 Delete

W e
2cmn
Degioy .zl macnne
Fiess ooy penmicsion
o permssion

[0 vmsommermson

] Nebvorkaominkiratin

2.6.4 Alarm

Sangfor Technologies

Descrigion =]
Allpermiszan:
DepiopuE macnne

Reag-only permission

Use wnusi maenines

Use netvork Ancins:
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The Alarm page includes Alarm, Alarm Option and Alarm Notification.

2.6.4.1 Alarm Option

Thresholds for alarm events can be configured, including duration and severity. When
thresholds are reached, alarms will be triggered and also alarm logs will be generated. as
shown below:

Node

Storage

Medium Alarms
Virtual Machine

Host memary usage is above 90 % for 10 minutes v
Virtual Network Device

Host swap partition usage is abhove 10 %  for 10 minutes v
License

Host CPU usage is ahove 90 LI 10 minutes v

Host CPU temperature is too high for 10 minutes v

Critical Alarms

Physical interface is disconnected

Node is offline

Owerlay netwvork interface (wxLAN) is down

Node is disconnected from gateway

[(Host packet loss rate is above 10 % for 60 seconds v

Host NIC anomaly lasts for 10 minutes v

Save
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Node

Storage

Medium Alarms

Virtual Machine

Storage 10 is busy for 30 minutes v
Virual Network Device

"] Backup repositary 10 is busy

License

Storage 12 latency is too high for 30 minutes v
Critical Alarms

Storage is disconnected from node

Storage status anomaly

RAID status anomaly

Storage usage reaches 90 %

Backup repository usage reaches 90 %

Node
Storage

Medium Alarms
Yirtual Machine

Memary uzage is above a0 % for 10 minutes v
Yirtual Network Device

[ CPU usage is shove a0 % for 10 minutes v
License

Critical Alarms

I:‘\/M image file is damaged

\/M backup fails

\/M is disconnected from physical network

MNurnber of sessions on a WM NIC is above 10000 for 3 minutes v

Save
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Node

Storage

Medium Alarms
Virtual Machine

CPU usage is above a0 % for 10 minutes v
Virtual Network Device

[ virtual network device encaunters internal error

License

Critical Alarms

D Image file of virtual netwark device is damaged

Router fails to run

[]Packet loss rate on virtual interface is above 10 v for 60 seconds v

M ALG usage is above an % for 30 seconds v (0

Vir’fua\ network device is disconnected from physical network

Node

Storage

Critical Alarms
Virtual Machine

License expiration
Virtual Network Device

License Save

The all Triggering Event specify threshold for Node, Storage, Virtual Machine, Virtual
Network and License.

2.6.4.2  Configuring Alarm Notification

To send alarm email, you need check the option Send alerts to specified email addresses
and then specify Recipient Email Addresses, and the recipient email addresses, and
configure the SMTP server by clicking on Settings, as shown below:
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Send Alarms to Recipient Address

| SMTF server is configured. Setfings

Recipient tingfanc
Address:

Cne entry per line, a maximum of & entries allowed. send Test Email
Motification: Critical Alarms

Periadic (O Immediate (1

@ Every | 15 minutes s [one naotification for alarms in & same category) | |
Medium Alarms
Periadic (O Immediate (1

@ Every & hours s [one notification for alarms in a same categary) | |
SMTP Server x
Sender Address Kehe
Server Address: smitp gmail com
Port: 465
E] SECUre connections
Protocal: SSL [

V] Authentication required

Usernarme: ke

Passward:  ssesssse

Sender Address: Specifies sender email address.
SMTP Server: Specifies IP address and domain name of SMTP server.
Port: Specifies port of SMTP server. Default port number is 25.

If the SMTP server requires authentication, select Authentication required, and enter
username and password.

If For alarm-triggering events of critical alarms and medium alarm occurring within N
minutes, send one alert email only (one for each node) is selected, only one alert email will
be sent for alarm-triggering events of the same category within the specified period.
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Maotification: Critical Alarms
Periodic: () Immediate (1

@ Every 15 minutes s~ [(one notification for alarms in a same category)

Medium Alarms
Periodic; () Immediate (

@ Every | £ hours s (one notification for alarms in a same category)

2.6.5 Configuring Cluster

You can configure cluster, management interface and overlay network interface.

2.6.5.1Cluster Settings

It supports web-based access, on the cluster IP address, which makes VM management more
stable. Under normal circumstances, Sangfor HCI GUI is reachable with IP address of any
managed node unless the node fails. With cluster IP address, you will never lose control of
the management even when one node fails unexpectedly.
Sangfor HCI management through cluster IP address improves system stability and
reliability dramatically.

aCloud platform supports web-based access on the cluster IP address, which makes VM management more stable.

Under normal circumstances, SANGFOR aCloud GUI is reachable with IP address of any managed node unless the node fails. With cluster IP address, you will never lose control of the management even

when one node falls unexpectedly.

SANGFCR aCloud management through cluster IP address improves system stability and reliability dramatically.
Cluster IP; 192.
Netmask: 255.255.255.0

Cluster Name:  CTI

Save

A

Sangfor HCl can communicate with aCMP on the cluster IP address. To use relevant features
of aCMP, the following should be configured, Cluster IP, Netmask and Cluster Name, and

click Save to save the changes.
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2.6.6 System Backup and Restore

It includes backing up and restoring configurations of system and virtual network devices,
and also restoring to factory defaults.

System > System Backup and Restore

Export Logs Export System Configuration

1. Restore from a scheduled backup

2020-02-29 08:43:41 v

2. Restore from a backup on the local disk

Selsct ™ beffile

Restore Last Backup: 2020-01-16 15:57:51

2.6.6.1 System Backup

It includes Export Logs and Export System Configuration, as shown below:

Export Logs Export System Configuration

Export Logs: Click to back up logs of specified period and specified nodes onto local disk.

Export System Configuration: Click to back up system configurations.

2.6.6.2 System Restore
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There are two options, including restoring system settings from a scheduled backup or
restoring system settings from backup on the local disk.

1. Restare from a scheduled backup

2020-03-29 08:43.41 v

Restore

2. Restore from a backup on the local disk

Select * bef file

Restore Last Backup: 2020-03-28 16:10:55

2.6.6.3 Restoring System to Factory Defaults

You may click Restore to Factory Defaults to restore Sangfor HCl to its factory defaults. All
nodes will be restored to factory defaults and removed from Sangfor HCI. You need to add
them again. Sangfor HCl will also be restored to factory defaults, including Cluster Settings,
System Administrators and Permissions, VM Backup and Recovery, User Experience
Improvement Program, Date and Time, and Alarm Options.

Al nodes will be restored to factory defaults and removed from SANGFOR aCloud
SANGFOR aCloud will also be restored to factory defaults, including Cluster, System Administrators and Permissions, VM Backup and Recovery, Date and Time, Alarm
Options, etc.

Please operate with caution!

Unreasonable Reasons: Reasonable Reasons:

1. Remove node(s) from the cluster 1. Return testing device

2. Fix system problems 2. Reset settings of all clustered nodes

3. Replace damaged node Meither of the reasons? call us at +60 127-117-128(7511)

The following are unreasonable reasons for restoration operation:

1. Remove node(s) from the cluster
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Message X

Reason: Remove node(s) from the cluster

Restaration to factory defaults is not necessary. Capacity reduction may
bring high risks, such as data loss, business
interruption. Flease operate with caution!

2. Fixsystem problems

Meszage 4

Rezson: Fix spstem problems

Contact us 3 -+60 127-17-128(7511 ) ho troubleshoot Syshem problems

3. Replace damage node

Message X

Reason: Replace damaged node

This operation does not require configuration restaration. To replace a
node, migrate network devices and virtual machines
running on that node to another node and then shut down the
node befare performing replacement operation in MNodes.

The following are reasonable reasons for restoration operation:
1. Return testing device

Before returning testing device, make sure all data on clustered nodes have been backed
up and business system has been migrated, to prevent data loss, business interruption,
since the operation is not irrevocable. Please operate with caution.

2. Click Proceed to restore settings to factory defaults.
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Message X

Reason: Return testing device

Befare returning testing device, make sure all data on clustered nodes
hawve been backed up and business systemn migrated, to prevent data loss,

business interruption, since the operation is irrecoverahble

To continue restoring factory defaults, click on Froceed

Cancel

All data of clustered nodes will get lost and business interrupted after this operation
which,is irrevocable. Please operate with caution.

3. Click Proceed to continue restoring factory defaults.

Alert X

All data of clustered nodes will get lost and business
interrupted once it is restored to factory defaults,
which is irrecoverable.

To continue restoring factory defaults, click on Froceed

Cance|

Click OK to start restoring factory defaults. All data of clustered nodes will get lost and
business interrupted after this restoration operation, which is irrevocable. Enter password of
the current username to confirm operation:

Alert x

Aurs pou surs you want to rastors to factory defauits

Onee confinmed, restaration aperation ks performed, all data of
clustered nodes get lest and business is interrupted,
which are irrevocable. Plesse operate win caution

Enfer passward of (admin) o eonfinm operation

4. Reset cluster settings

Before resetting cluster settings, make sure all data on clustered nodes have been backed
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up and business system has been migrated. All data of clustered nodes will get lost and
business interrupted after this restoration operation, which is irrevocable.

5. Click Proceed to continue restoring factory defaults.

Message X

Reason: Reset settings of all clustered nodes

Befare resetting canfiguration, make sure data on the nodes have been

backed up and business system migrated, to prevent data loss, business
interruption, since the operation is irrecoverable.

To continue restoring factory defaults, click on Proceed

All data of clustered nodes will get lost and business interrupted after this restoration
operation, which is irrevocable.

6. To continue restoration operation, click Proceed again.

Alert x

All data of clustered nodes will get lest and business
interrupted once it is restored to factory defaults,
which is irrevocable.

To continue reshoring actory defauks, click on Prossad

7. Click OK to start restoring factory defaults. All data of clustered nodes will get lost and
business interrupted after this restoration operation, which is irrevocable. Enter
password of the current username to confirm operation:
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Alert X

Are you sure you want to restore to factory defaults?

Once confirmed, restoration operation is performed, all data of
clustered nodes get lost and business is interrupted,
which are irrecoverable. Please operate with caution.

Enter admin password to confirm operation:

Pazsiword

Confirm

If you have other reasons, contact us at +60 127-117-129(7511)

2.6.7 VMware vCenter

In Nodes> VMware vCenter, there are two tabs, VMware vCenter and Nodes. vCenter
servers can be added, monitored and deleted.

VMware vCenter

3 Refresh () Add vCenter Server 55 Manage VMs

Oy

wiZenter
192
CPU Usage

Memaory Usage

Disk Usage

A

Currently only vCenter server 5.0, 5.1, 5.5, 6.0,6.5 and 6.7can be added.

To add a vCenter server, click Add vCenter Server to enter the following page and specify
Name, Address, Username, Password, Port and Description, and then click OK to start
adding vCenter server and check whether the vCenter server has been added successfully.
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2.6.7.12 Adding VMware vCenter

On the VMware vCenter tab, it displays the vCenter servers that have been added.

ViMware vCenter m

¢ Refresh (¥ AddvCenler Server 53 Manage VMs

O

wCenter
192
CPU Usage
Mermaory Usage

Disk Usage

To add a vCenter server, click Add vCenter Server to enter the following page and specify
Name, Address, Username, Password, Port and Description, and then click OK to start
adding vCenter server and check whether the vCenter server has been added successfully.

Add vCenter Server %

¢ Ifthere is ESXi hosts being managed by the Yiware vCenter based on domain name or hostname, configure a DNS server to not affect Vi
migration and backup fromito Whware vCenter
(In Nodes = Physical Interfaces = Advanced = Others)

Name: Marne displayed on SANGFOR aCloud

Address This field is required.

Username
FPassward
Fort 443

Description: Cptional

_ ‘:E”-”:E‘

To view VMs running on VMware vCenter server, click Manage VMs. For details about those
virtual machines, refer to the

2.2.2 Managing Virtual Machines in VMware vCenter section
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SANGFOR aCloud VMware vCenter

‘j'-;-;g View By Node 28 Panel ORefresh @New = Select |=Sortwv

.

EHl

N IER K

CTIESXI
E2 II . windows_ Yong T~ 1L.52.1_fqg

CPU Usage CPU Usage CPU Usage CPU Usage
Memary Usage Memary Usage Mermory Usage Memary Usage

Disk Usage Disk Usage Disk Usage Disk Usage

On the VMware vCenter tab, you can view detailed information of vCenter servers, enter
Web administrator console of VMware vCenter server, reconnect Sangfor HCI platform to
vCenter server or delete vCenter server, as shown below:

vzenter
1892

[

Summary Zonsole
™y
S o]
Feconnect Delete

Click on the IP address of a vCenter server or click Summary to enter the Summary page,
you will see the following information of that vCenter server: status, basics, alarms, etc, as
shown below:
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> Vhiware vCenter > vCenter

¢ Refresh  [] Console €53 Manage VMs  [Z Edit

CPU Usage Mermary Usage Disk Usage 1

Data Center(s)
32 - " " 14
' ' " @ Running 4
o

s Others: 1

Used: 3.58 GHz Used: 16.14 GB Usec: 84348 GB 1

Total: 11.38 GHz Total: 31.78 GB Total: 1.81TE
Node(s)

Severity Ohject Deseription Timestamp Status A
Version 6.5.0 N
© critical Datacenters The recovery RPO is not being met. The current RPO 2020-02-18 09:34:55 Unread
Name: vCenter ]
ServerAddress 107 O critical Datacenters WRAis powered off 2020-02-18 03:28:55 Unread
Paort 443 4 O Critical Datacenters Journal history problermn. The amaunt of history is less 2020-02-13 18:02:46 Unread
[
Description ! © Crical Datacenters Journal history problemn. The amaunt of histary is less 2020-02-13 18:0248 Unread

To edit vCenter server’s name, port or description, click Edit, as shown below:

Edit %

Marne: ‘ yizenter ‘
Port: 443
Diescription: Optional

To reconnect Sangfor HCI to vCenter server, click Reconnect, and enter password to start
reconnection.
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Reconnect X

Address: 192.
Username: administrator
Password:

To delete a vCenter server, click Delete to remove it from Sangfor HCI platform and
disconnect Sangfor HCI from that vCenter server but it will not be removed from the VMware
vCenter. Type OK to confirm operation.

Delete vCenter Server X

Are you sure that you want to delete the vCenter server (192.200.19.31)?

It 1= simply disconnected from this SANGFCR aCloud rather than be removed from the Yihware data center.

Type QK (case-insensitive) to confirm operation

Enter QK (case-insensitive)

Delete

2.6.8 Tech Support & Download

2.6.8.1 Services

Sangfor provides the following services, Technical Support, Community, Upgrade, etc,
which are available to both Standard Edition and Enterprise Edition.
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Remote Technical Support

1. Call the following hotline and apply for an autharization code to ask for remote diagnostics, troubleshooting, recovery or system enhancement.

2. Hotline; +60 127-117-129(7511)

Technical Support

1. Technical support staff guide you through setting up SANGFOR aCloud and getting the most out of your edition
2. Ta reach our team, send us email or call custamer service (+60 127-117-129(7511)) .

3. Standard edition provides technical support over phone only, while enterprise edition supports remote access and troubleshooting (service code is required by Sangfor)

1. Search: Customer can search for technical information from Sangfor knowledge database (For example, solutions, technigues, etc)
2. Cnline Technical Support: Ask questions and share experience with Sangfor technical support online
3. SP Download: Service patch can be downloaded to update the software.

4. Access Community {Community bt //community sangfor.com)

Upgrade

Upgrade from standard edition is restrictive, while enterprise edition supports update to any software version

[ Turn off auto update

Open Ports

To ensure availability of necessary functionality, some ports are allowed on physical netwark, Visw

To help us improve product usability and user experience, you can take participate in User
Experience Improvement Program.

We invite you to join in User Experience Improvernent Program to help us improve product usability, performance, design and user experience and provide mare innovative
services, by allowing Sangfor to gather and make statistics of each functionality. Information collected through this program does not contain personal information but the

product anly.

Yau have paricipated in User Experiance Improvement Program. Thank youl

2.6.8.2 Software Download

On the Download page, you can download Sangfor HCI software and Sangfor Converter.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
321



SANGFOR aCloud Software SANGFOR Converter

SANGFOR aCloud SANGFOR Converter

Download ISO Image: For Windows-Based Server: For Linux-Based Server:
(@ Update Serverin USA @ Update Server in USA @ Update Server in USA
(@ Update Server outside USA @ Update Server outside USA @ Update Server outside USA

2.6.9 Task

It includes Tasks and Resource Scheduling Logs.

Resource Scheduling Logs

C Refresh Action, node, object, description Q Advanced ¥

Status Action Start Tirme End Tirne Username Mode Ohject Type Object Operation

o Completed Log in 2020-03-29 16:33:40 2020-03-29 16:33:40 admin{ 192.200.19.4 ) 182,18 3 Administr ad- Wiew =
o Failed Log in 2020-03-29 16:33:29 2020-03-29 16:33:29 admin{ 192.200.19.4 ) 1921 Administr 3 View

0 Completed Delete edge 2020-03-29 11:11:21 2020-03-28 11:11:21 admin( 192.168.20.3 ) 1821 1 edge View

o Completed Auto merge backups 2020-03-28 03:11:15 2020-03-28 03:11:16 admin( 182.168.20.3 ) 1921 Schedule View

0 Cormpleted Auto merge VM ba 2020-03-29 01:15:34 2020-03-28 01:17:30 admin( 192.168.204 ) 192.1 Virtual Ma i pul View

o Completed Auto merge VM ba 2020-03-29 01:14:4% 2020-03-28 01:18:29 admin( 192.168.20.3 ) 1921 Virtual Ma Ol - View

o Completed Auto merge VM ba 2020-03-2901:13:14 2020-03-28 01:14:40 admin( 192.168.20.5 ) 182.1 Virtual Ma ah v View

o Completed Auto merge VM ba 2020-03-29 01:12:12 2020-03-28 01:13:07 admin( 192.168.204 ) 1921t 1 Virtual Ma W View

o Completed Auto merge VM ba 2020-03-29 01:11:15 2020-03-29 01:12:08 admin{ 192.168.20.3 ) 182.11 Virtual Ma o] ' View

o Completed Auto merge backups 2020-03-29 01:11:15 2020-03-29 01:17:37 admin{ 192.168.20.3 ) 182.11 Schedule M View

0 Completed Scan for bad sectors 2020-03-29 01:01:37 2020-03-28 06:01:55 admin( 192.168.20.3 ) 18216 Storage Vit View

o Completed Enable scheduled 2020-03-28 23:09:29 2020-03-28 23:10:34 admin( 182.168.20.5 ) 192.1¢ . Virtual Ma e View -

Tasks: It records all kinds of operations, such as creating new VM, etc. Each log contains the
following information: Status, Action, Start Time, End Time, Username, Node, Object
Type, Object and Operation. To view log details, click View in Operation column.
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Status: O Caompleted
Action: Log in

Start Time:  2020-03-29 16:33:40
End Time:  2020-03-29 16:33:40
Username:  admin( 192.20019.4 )
MNode: 192.168.20.3

Cibject Type:  Administrators
Ohject admin

Description:

Resource Scheduling Logs

C Refresh Wi, node, reason, description Q Advanced ¥

Status Wirtual Machine Current Node Destination Node Start Time End Time Operation

Nao data available

0-00f0 Entries Per Page
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2.6.10 System Upgrade

In System > Upgrade, you can see the upgrade page as below:

o Current Version o Environment ° Upload Package ° Check Update Package o Confirm

Current Version: Hyper-Converged Infrastructure 6.2.0_EN Build20210120

| current Version

Node Name Status %  Current Version

@+

192.168.20.36 @ Oniine 6.2.0_EN-2021-01-20_01:40:27

o Upgrade ° Finish

Upgrade Rollback ~

No updates found? Check for Updates Online

@~

Click Upgrade and the device will enable the maintenance mode automatically as below:

Sangfor Technologies

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com

324



Then, the device will perform checking on the hardware status. If the devive pass all the
check, it will display message as below:

o Current Version e Environment o Upload Package o Check Update Package o Confirm o Upgrade o Finish

| Results: Check Again

Items Results Details
P Check expiration date of upgrade license o Completed
B Check host status @ completed
p Check host CPU © Completed
B Check host disk & Completed
B Check host memory & Ccompleted
p Check Boot partition & completed
B Check Local partition & Completed
p Check host Log partition space O Completed
p Check free space of host Tmp partition Q Completed
p Check witness link 0 Completed
B Check VM status @ Completed
P Check virtual storage status 0 Completed
B Check physical network & completed

Click ‘Next’ and enter into the Upload Package page as below:

O Current Version 0 Environment o Upload Package o Check Update Package ° Confirm o Upgrade o Finish
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In this step, we can either click on the ‘Drag or click open file’ to upload the upgrade package,
or directly drag and drop the file into the provided space:

o Current Version o Environment o Upload Package o Check Update Package ° Confirm e Upgrade ° Finish

Uploading, please wait... 1%

Uploaging: Sangfor_HCI6.2.30_EN(20210202) pkg, Total: 2.1 GB, Uploaded:1.4 MB, Upload Speed:1.03 MB/s, Remaining:34 mins 6 secs

Cancel

Prev Next Exit

After upload completed, click OK and proceed to next step.

Message

Upload completed
Flease do not close or refresh this page; otherwise, the uploaded update
package needs to be uploaded and checked again.
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Click Next and then HCl will do initializing checking on the package.

° Current Version 0 Environment 0 Upload Package o Check Update Package e Confirm o Upgrade ﬂ Finish

| Progress:
|
Initializing the environment before upgrade ... 5 %
Try Again

Status Start Time End Time Details

Step

Prev

After the package done checking, the upgrade impact will be show.

o Current Version o Environment o Upload Package o Check Update Package o Confirm o Upgrade o Finish

Version:6.2.70_EN build 2021-01-13 14:58:07 Update Method: Hot Upgrade

Phase 1 takes about 20 mins

Impacts: « Node: Not require restart
« Viriual Machine: Not require reboot but you need to migrate some VMs to another node when upgrade is o

« \Virtual Network: No impacts
« \Viriual Storage: There may be no |O response for up to 5 seconds when upgrading from lower to higher version

It will begin the upgrade and the page will display as below:
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o Current Version

I Progress:
|
Upgrade (11%)...

| Details

Upgrade Procedure

»
>
»
>
»
>
>
»
>
»
>
»
»
>
»
>
»
»
>

Preparing for hot upgrade

Preparing for conrol plane upgrade
Upgrading control plane

Contral plane upgrade completes
Upgrading virtual machine

VM upgrade completes

Preparing for upgrade of aSAN mgmt plane
Upgrading aSAN mgmt plane

aSAN mgmt plane upgrade completed
Preparing for upgrade of aSAN protocol plane
Upgrading aSAN protocol plane

Upgrade of aSAN profocol plane completes
Preparing for upgrade of aSAN daia plane
Upgrading aSAN data plane

Upgrade of aSAN data plane complefes
Preparing for aNet upgrads

Upgrading aNet

aNet upgrade completes

Hot upgrade completes

o Environment

Status

@ Finish
@ Finish

o Upload Package

@ Frocessing

Waiting
Waiting
Wailing
Waiting
Waiting
Waiting
Waiting
Wailing
Waiting
Waiting
Waiting
Waiting
Waiting
Waiting
Waiting

Waiting

Start Time

2021-04-08 10:25:42

2021-04-09 10:26:25

2021-04-08 10:26:57

o Check Update Package

End Time

o Confirm

2021-04-09 10:26:25

2021-04-09 10:26:56

It will take some times for the device to finish upgrade:

o Curvant varslan

| Progress:

Q Enviranmart

Q Uplaad Packaga

° Update Package

o Upgrade ° Finish

Try Again Download Logs

Details

Next

a Carfin e Upgr aibe

After upgrade completed, click Next.

Click Finish to quit from maintenance mode and upgrade.
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0 Current Version o Environment o Upload Package o Check Update Package o Confirm o Upgrade o Finish

Virtual Machines il Network Devices

Q

| Details Reboot

[] status VM Name IP Address Group Operation

No data available

2.6.11 Cluster Health Check

It enables you to gain insight into cluster health and operating status, and help you locate
specific problems (related with hardware, platform or business), and offers solutions, so as
to ensure that Sangfor HCI platform operates properly and to achieve easy maintenance.

Types of entities to be detected are Running Status, Configuration and Physical Resources.
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Health Check

Gain insights into cluster health, performance and system bottlenecks with one click.

Start

Entity Type
Running Status Check running status of cluster services and resources

System Services
Configuration Files
System Partitions
Datastore Usage

Virtual Storage Data

Configuration Check cluster configuration
License
Network Interface

Virtual Storage Settings

m] Physical Resources Check health of hosts and storage
CPU
Memory

NICs

After health check completes, you will see the score and results.

Time Elapsed: 00:0225  Progress: 100%

Task completed. 7 entities alerting, O entities failed[ ss_|

Warnings should be eliminated to ensure cluster performance and failures must be fixed in time to guarantee business continuity.

® © A Q © Results

B Cenfiguration Object 4 License Expiration Date License Validity
E License Basic License @ 2021-06-15 ]
License Expiration 4k Continuous Data.. (@ 2021-06-15 °
- Network Interface Heterogeneous .. @ 2021-06-15 ©
Storage NetworkInt... £ NetworkVirtualiz.. @ 2021-06-15 ©
Interface Configuratin, & A7 © 20210505 A

=) Physical Resources

« Solution

&
i License Validity:
H cPU My Please renew the license as soon as possible.
i NiCs A
; « Entity Description = »
=]

- Memory A

NiCs a

If there is something wrong with storage, the specific issue will be detected, and the

corresponding solution will also be offered.
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2.6.12 VM Backup and Recovery

In this Internet era, data has become the first productivity and data security has gained more
and more attention. Data loss or data damage, no matter due to human behaviors or natural
disaster, will bring about immeasurable loss to enterprises. Therefore, restoring data from
data replicas in the case of data loss becomes more important. On Sangfor HCl platform, the
first backup is a full copy of data and the successive backups are incremental backups in
which successive copies of the data contain only that portion that has changed since the
preceding backup copy was made, which backs up less amount of data, occupies less space,
and speeds up backup process as well. When a full recovery is needed, the restoration
process needs the last full backup plus all the incremental backups until the point of
restoration. Incremental backups are desirable as they reduce storage space usage, and are
quicker to perform.

2.6.12.1 Sangfor Backup Policy

With scheduled backup policy, virtual machines can be automatically backed up during
specified period of time.

Vivware Backup Palicy Backups Viware Backups Backup Repositories Global Settings

Folicy name Q

Policy Name Description VMs Schedule Backup Repository Archive Datastore Status Operation

BackupTolscsi 0 Every Friday, start at 23:00 ISCS-Secondary Edit Delete

Edit

Edit Delete

O
O
[]  Default backup policy Nevw virtual machine will b 20 Everyday, start at 23:00 VirtualDatastore1
[] Demobackup " Everyday, start at 23:00 VirtualDatastore1
O

ALK RN

wordpress 0 Everyday, start at 23.00 VirtualDatastore1 1scsl Edit Delete

On the toolbar, there are Enable/Disable backup, New Backup Policy, New CDP Policy,
Delete, Enable, Disable and Backup, as shown below:

Disable backup @ Add New Palicy &

Enable/Disable backup: To enable or disable backup, click Enable backup to enable backup
or Disable backup to disable backup.

New Backup Policy: To add a new backup policy, click New Backup Policy. For details, refer
to2.6.12.1.2  Adding New Backup Policy section,

To add a new CDP policy, click New CDP Policy. For details, refer to 2.6.12.1.2  Adding
New CDP Policy section.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
331



To delete backup policy, select the policy you want to delete and click Delete.
Enable: To enable a backup policy, click Enable, or click on the icon.

To disable a backup policy, click Disable, or click on the icon v,

To manually execute a backup policy, select a policy and click Backup.

To archive the backup to another backup repository, select the policy and click on Archive.

To search for a backup policy, enter the policy name in the search boxl I

On the Backup Policy tab, it displays policy name, description, the number of virtual
machines to be backed up, backup repository, backup period, status and operation, as shown
below:

[]  BackupTolscsi 0 Every Friday, start at 23:00 15CSk-Secandary v Edit Delete

m  Folicy Name Description WMs Schedule Backup Repository Archive Datastore Status Operation ‘
[]  Default backup policy Mew virtual machine wil b 20 Everyday, start at 23:00 VirtualDatastore 1 o Edit

Policy Name: Displays name of Sangfor backup policy.
Description: Displays descriptive information of Sangfor backup policy.

VM(s): Displays the number of virtual machines to be backed up. To view the virtual machines,
click on the number under VM(s).

Backup Repository: Displays backup repository.

Schedule: Displays backup period.

Archive Datastore: Display the datastore to store the archive backup.

Status: Displays status of the backup policy, enabled or disabled. To enable a backup policy,

click on the ® icon. To disable backup policy, click on the v’ icon.
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Operation: To edit or delete a backup policy, click Edit or Delete under Operation. The
default scheduled backup policy cannot be deleted.

To edit a backup policy, click Edit and enter the following page:

Edit Scheduled Backup Policy X
Marne: BackupTolscsi
Description:
Applicahle WM(s) 0 zelected
Periodic Backup Repository

Periodic @Weekly O Daiky O Hourly O Continuous (COP)

Start Tirme: Friday W 2A00 v

Max Duration 48 hour(s) (1

|:| Cancel ongoing backup task upon timeout

[ClEnable periodic full backup
1. Periodic full backup task takes prianty over other backup tasks.
2. Full backup wil be taken although no new data are generated and its task will not be canceled upon
timeout.
3. Perindic full backup consumes mare storage resources and may take more time to camplete, during
which incremental backup is not allowed. But it shortens WM Backup Chain and impraves 1Q
performance of recovered WM in data fetching phase

2.6.12.1.1 Adding New Backup Policy

To add a new backup policy, click New Backup Policy, and then follow the wizard to specify
backup periodic, select virtual machine, specify backup repository and policy name, as shown
below:
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Add New Policy

o Backup Periodic e Select Virtual Machine o Backup Repositery ° Policy Name ° Finish

Periodic: O] Weekly O Daily O Hourty
Start Time: Friciay W | 2300 v
Mazx Duration 48 hour(s) (1

D Cancel ongoing backup task upon timeout

[J Enable periodic full backup

1. Periodic full backup task takes priority over other backup tasks
2. Full backug will be taken although no new data are generated and its task will not be canceled upan timeout.
3. Periodic full hackup consumes more starage resources and may take more time to complete, during which incremental backup is nat allowed. But it

shortens WM Backup Chain and improves 10 performance of recavered WM in data fetching phase

Merge earlier backups to free up storage space

= Preserve all backups for the recent 1 months
» By default, it retains the latest backups within the retention period, backups preserved for more than 1 months will be merged to free up storage space. However, at least

5 backups will be retained to ensure WM data reliability

<

1. Specify Backup Periodic.

Backup periodic can be on weekly basis, daily basis and hourly basis. Automatic backup
cleanup can be selected to have backups deleted automatically.

Periodic: ©Weekly ODain OHDurIy

Start Time: Friday v 2300 W

Weekly: Select Weekly and configure as follows:

Periodic: @ weekly ODaity O Hourly
Start Time: Friday w2300 v
Max Duration: 48 hour(s) (1

|:| Cancel ongoing backup task upon timeout

[ JEnable periodic full backup

1. Periodic full backup task takes priarity over other backup tasks.
2. Full backup will be taken although no new data are generated and its task will not be canceled upon timeout.
3. Perodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it

shartens WM Backup Chain and improves | performance of recavered Wi in data fetching phase

On weekly basis: Options are from Sunday to Saturday.

Start Time: It specifies time to start backup. Since backup may bring impacts to system
service, select a period that service is not busy.
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Max Duration: It specifies the longest period that the backup operation can last. New
backups only occur within this time range and will not stop once starts. However, the backup
tasks having not started yet will resume when the time range arrives again. You may select
Cancel ongoing backup task upon timeout based on your own needs.

Enable periodic full backup: Full backup will be created periodically on the specific time and
date instead of only incremental backup created.

V] Enable periodic full hackup

1. Periodic full backup task takes priority over other backup tasks.

2 Full hackup will be taken although no news data are generated and its task will not be canceled upon timeout

3. Periodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it
shortens Wi Backup Chain and improves 12 performance of recovered Wi in data fetching phase.

Wonthly Full Backup: Jan Feb Mar Aprhday Jun,Jul Aug Sept, Oct Mow Dec v

Start Date: the last v Friday w2200 v

Backup Retention Setting: It specifies the longest period that backups will be kept. The
longest period is three months.

Merge earlier backups to free up storage space

Retention S

Daily: To have data backed up on daily basis, choose Daily for Periodic, as shown below:

Periodic Oweeky @ Daily (O Hourly

Backup Period: 23.00 w to 0800 w (the following day since policy creation) |

[l cancel ongoing backup task upon tirmeout

I Enable periodic full hackup

1. Periodic full hackup task takes priority over other backup tasks

2. Full hackup will be taken although no new data are generated and its task will not be canceled upon timeout.

3. Periodic full backup consumes more storage resources and may take mare time to complete, during which incremental backup is not allowed . But it
shortens WM Backup Chain and improves |10 performance of recovered WM in data fetching phase.

Backup Period: It specifies the longest period that the backup operation can last. New
backups only occur within this time range and will not stop once starts. However, the backup
tasks having not started yet will resume when the time range arrives again. You may select
Cancel ongoing backup task upon timeout based on your own needs.

Enable periodic full backup: Full backup will be created periodically on the specific time and
date instead of only incremental backup created.
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V] Enable periodic full hackup

1. Periodic full backup task takes prionty over other backup tasks.
2. Full backup will be taken although no new data are generated and its task will not be canceled upon timeout
3. Periodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it

shortens Wi Backup Chain and improves 12 performance of recovered Y in data fetching phase.
Wonthly Full Backup: Jan Feb Mar Aprhay Jun,Jul Aug Sept Ot Mow Dec v

Start Date the last v Friday v 2200 v

Backup Retention Setting: It specifies the longest period that backups will be kept. The
longest period is three months.

Merge earlier backups to free up storage space

s Preserve all backups for the recent 1 months.
s By default, it retains the latest backups within the retention period, backups preserved for more than 1 maonths will be merged to free up storage space. Howewver, at least

5 backups will be retained to ensure Y data reliability.

Backup Retention Settings

You may enable Automatic backup cleanup to automatically preserve all the backups for
the previous 3 days, one backup (the last one) for the earlier week and one backup for
each of the even earlier weeks (the one created on Sunday only).

Hourly: To have data backed up on hourly basis, select Hourly as Periodic, as shown

below:
Periodic O weekly (O Daity @ Hourly
Interval: 1 hour £

D Enable periodic full backup

1. Periodic full backup task takes priority over other backup tasks
2. Full backup will be taken although no new data are generated and its task will not be canceled upon timeout
3. Periodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it shortens

Wi Backup Chain and improves |0 performance of recovered VM in data fetching phase

Merge earlier backups to free up storage space

« Preserve all backups for the recent 3 days
+ Retain one Every day preserved for over 3 days to 1 weeks (last backup in each of those days by default).
= By default, it retains the latest backups within the retention period, backups preserved for more than 1 weeks will be merged to free up storage space. However, at least &

backups will be retained to ensure WM data reliability

Backup Retention Settings

Interval: The minimum interval is 1 hour.

Enable periodic full backup: Full backup will be created periodically on the specific time and
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date instead of only incremental backup created.

[V Enable periodic full hackup

1. Periodic full backup task takes prionty over other backup tasks.
2. Full backup will be taken although no new data are generated and its task will not be canceled upon timeout
3. Periodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it

shortens Wi Backup Chain and improves 12 performance of recovered Y in data fetching phase.
Wonthly Full Backup: Jan Feb Mar Aprhay Jun,Jul Aug Sept Ot Mow Dec

Start Date the last v Friday v 2200 v

Backup Retention Setting: It specifies the longest period that backups will be kept. The
longest period is three months.

Merge earlier backups to free up storage space

Backup Retention Settings

You may enable Automatic backup cleanup to automatically preserve all the backups
for the previous 3 days, one backup (the last one) for the earlier week and one backup
for each of the even earlier weeks (the one created on Sunday only).

2. Select virtual machine(s).
Select the virtual machine(s) you want to back up. You may view the virtual machines by
Group, Node, Datastore or select All to view all the virtual machines, or you may enter
the name of the virtual machine in the search box to search for a specific virtual machine.
Select virtual machines under Available and then the selected virtual machines will be

added to the Selected list on the right, as shown below:
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Add New Policy X

Q Backup Periodic o Select Virtual Machine o Backup Repository ° Policy Name ° Finish

v CDP and scheduled backup are invalid for Yis having disks mirrored directly from physical/shared disks (not via file system)

Available Selected

D W Name Type W Size Backup Policy W Narme Remove

O = Virtual Machine

O

EE—E-

L No data available

=T

OO oo o
-

&

Clear: To clear the selected virtual machines, click ‘Clear’.

To remove a virtual machine from the selected list, click ]

A

CDP or data protection is not applicable to virtual machines having disks mapped
directly from physical or shared disks, rather than via file system.

One virtual machine cannot be associated with more than one backup policy. If the
virtual machine is associated with a new policy, it will be removed from the previous

policy.

3. Specify backup repository to store virtual machine backups, as shown below:
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Add New Policy X

Q Backup Periodic Q Select Virtual Machine o Backup Repository o Policy Name ° Finish

Backup Repositary ISCSl-Secondany e

Tatal: 496 GB Free: 308.23 GB First Backup Size: 1588 GB

E Archive backups to other datastores
Merge backups and archive themn to specified datastore, which cannat be a VWindows shared folder or the backup repository specified above

Archive Repository: [5CEl ™

Total: 496 GB Free: 3649 GB First Archive Size: 15.88 GB

Archives will be retained in the following ways

Backup Repository: It specifies backup repository, you may select an existing datastore
or choose to add a new Windows shared folder. Once the backup repository is specified,
total capacity, available backup repository size and first backup size of the selected data
store will be displayed.

Archive backup to other datastore: Specifies a repository to store the archive backup.

A

Note that next backup will have all data backed up if backup repository is changed,
please operate with caution.

4. Specify a name for the new backup policy.

Add New Policy X

Q Backup Periodic Q Select Virtual Machine Q Backup Repesitory o Pelicy Name ° Finish

Name:

Description:

Name: Specifies name of the backup policy

Description: Specifies description of the new backup policy.
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5. Confirm the configurations and then click OK to save the settings.

It displays basic settings of the backup policy, such as Name, Retention Period, Backup
Repository and First Backup Size, as shown below:

Add New Policy X

Q Backup Periodic 0 Select Virtual Machine Q Backup Repository Q Policy Name o Finish

Backup Policy Summary

Marme e

Periodic Every Friday, start at 23:00
Backup Repository ISCS|-Secaondary

First Backup Size 1588 GEB

Reserved Space of Backup Repository  23.88 GB Re-calculate

Archive Repositary ISCS!
First Archive Size 1588 GE

Reserved Space of Archive Repository 222 .25 GB (space is insufficient. Please expand capacity) How to Calculate

2.6.12.1.2 Adding New CDP Policy

To add anew CDP policy, click New CDP Policy to enter the following page and then follow
the wizard to specify continuous backup period, select virtual machine(s) and backup
repository, and specify policy name, as shown below:

New CDP Policy X

o Continuous Backup o Select Virtual Machine o Backup Repository o Policy Name ° Finish

1. Configure Continuous Backup.

It involves the configurations of the following fields: 10 Activity Logs Retention Period,
Backup Periodic, Backup Retention Period. And Automatic backup cleanup is optional.
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New CDP Policy X

o Contihuous Backup o Select Virtual Machine ° Backup Repository o Policy Name e Finish

10 Activity Logs Retention Period! 24 haurs v
1 Activity Logging Interval 5 secs v
Backup Periodic Every 1 hour W

[T Enable periodic full backup
1. Periodic full backup task takes priority over other backup tasks.
2. Full backup will be taken although no news data are generated and its task wil not be canceled upon timeaut.
3. Periodic full backup consumes mare storage resources and may take more time to complete, during which incremental backup is not allowed. But it
shortens Wi Backup Chain and improves |C performance of recovered VM in data fetching phase

Merge earlier backups to free up storage space

10 Activity Logs Retention Period: Specifies how long 10 activity logs will be preserved.
The longest period is 3 days. Earlier disk 10 activity logs will be deleted automatically
once the specified period is reached.

Backup Periodic: Specifies how often backup task is executed. The minimum backup
periodic is one hour.

Retention Period: It specifies how long backups will be kept. The longest period is three
months.

5

You may enable Automatic backup cleanup to automatically preserve all the backups for
the previous 3 days, one backup (the last one) for the earlier week and one backup for
each of the even earlier weeks (the one created on Sunday only).

2. Select the virtual machine(s) you want to back up. You may view the virtual machines by
Group, Node, Datastore or select All to view all the virtual machines, or you may enter
the name of the virtual machine in the search box to search for a specific virtual machine.
Select virtual machines under Available and then the selected virtual machines will be
added to Selected on the right, as shown below:
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New CDP Policy hrd

0 Continuous Backup o Select Virtual Machine o Backup Repository o Policy Name o Finish

., CDP and scheduled backup are invalid for WMs having disks mirrored directly from physical’shared disks (nat via file system)

Availahle Selected
o VI o Q I
D W Mame Type W Size Backup Policy Wi Name Remove

O = Virtual Machine

C

Te

Mo data available

H

O 0O oo o o
o o

-

Clear: To clear the selected virtual machines, click Clear.

To remove a virtual machine from Selected list, click

A

CDP or scheduled backup is not applicable to virtual machines having disks mapped
directly from physical or shared disks, rather than via file system.

One virtual machine cannot be associated with more than one backup policy. If the
virtual machine is associated with a new policy, it will be removed from the previous

policy.

Template and virtual machines deployed from template do not support CDP.

3. Specify backup repository to store backups and configure 10 activity log related options,
as shown below:
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New CDP Policy x

Q Continuous Backup Q Select Virtual Machine e Backup Repesitory ° Policy Name ° Finish

Backup Repository: [SCS-Secondary v
Total: 486 GB Free: 308.23 GB First Backup Size: 0B
1D Activity Log Repositories: Qne for all One for each virtual machine
1 Activity Log Repositary, W
Mlax 10 Activity Log Size: YWhen disk IO activity logs size reaches this value, the earliest logs will be merged to free up disk for newly generated logs. You may

also change this value in Backup/CDP tab.

Size For Each Wi GE (0 B currently)

D Archive backups to other datastores
Merge backups and archive themn to specified datastore, which cannot be a YWindows shared folder or the backup repository specified above

Backup Repository: It specifies backup repository, you may select an existing datastore
or choose to add a new Windows shared folder. Once backup repository is specified, total
capacity, available backup repository size and first backup size of the selected datastore
will be displayed.

10 Activity Log Repositories: There are two options: One for all, One for each virtual
machine, which enables you to specify a same 10 activity log repository for all the virtual
machines at a time or specify different 10 activity log repository for each virtual machine,
as shown below:

13 Activity Log Repositories One far all One for each virtual machine
|C Activity Log Repasitary: -
Wl 10 Activity Log Size When disk IO activity logs size reaches this value, the earliest logs will be merged to free up disk for newly generated logs. You may

also change this value in Backup/COP tab.

Size For Bach Wi GE (0 B currently)

10 Activity Log Repository: The repository should be a datastore that node(s) where
the selected virtual machine(s) reside has access to. The default 10 activity log repository
is same with backup repository.

Max Log Size: When disk 10 activity logs size reaches this value, the earliest logs will be
deleted to free up disk for newly generated logs. You may also change this value in
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Backup/CDP tab. Max log size should be between 100GB and 10240GB, and should not
be greater than the free space of the specified 10 activity log repository.

A

If 10 read and write speed is lower than 5oMB/s, CDP service may stop due to low storage
performance. Therefore, datastore with better performance is recommended.

4. Configure a distinguish name for the new CDP policy.
On this tab, you may fill in basic information for the new CDP policy such as policy name
and description.
New CDP Paolicy

0 Continuous Backup o Select Virtual Machine 0 Backup Repository o Policy Name e Finish

Name:‘ cf |

Description:

Name: Specifies name of the new backup policy.

Description: Specifies description of the new backup policy.

5. Confirm the configurations and then click OK to save the settings.

It displays the basic settings of the new CDP policy, such as Name, Backup Retention
Period, Backup Repository and First Backup Size, 10 Activity Logs Retention Period,
10 Activity Log Repository and Max Log Space, as shown below:

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
344



New CDP Policy hd

0 Centinuous Backup 0 Select Virtual Machine Q Backup Repesitory 0 Pelicy Name ° Finish

Backup Policy Summary

Name tes

Backup Periadic Every 1 hour
Backup Repositary ISCSl-Secandary
First Backup Size 3824 GB

Reserved Space of Backup Repository 4774 GB Re-calculate

10 Activity Logs Retention Period 24 hours

10 Activity Log Repository ISCS-Secondary
Reserved Space 3GB Re-calculate

Max Log Size Size For Each Wih: 300 GB

CDP can be started only for the virtual machine which is powered on and associated with
a CDP policy. Template and virtual machines deployed from template do not support
CDP.

2.6.12.2 VMware Backup Policy

Virtual machines in VMware vCenter can be backed up to Sangfor HCI platform without
installing any third-party software or plugin and purchasing backup storage. Virtual machine
can be recovered on HCl platfrom or recovered to VMware vCenter

Onthetoolbar, there are Enable/Disable backup, New, Delete, Enable, Disable and Backup,
as shown below:

Irizletaili ez Bz s CDrR Backup Policies | IR CR=C I e Backups VMware Backups || Backup Repositories || Global Settings

Disable backup ® New

Enable: To enable or disable backup, click Enable backup to enable backup or Disable
backup to disable backup.

To add a new VMware backup policy, you may click New.

To delete the selected backup policy, you may click Delete.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
345



To enable the backup policy, you may click Enable or click on the ® icon.

To disable the backup policy, you may click Disable or click the v icon.
To execute the selected backup policy, you may click Backup.
To search for a VMware backup policy, enter the policy name in the search box

:l

On the VMware Backup Policy tab, it displays policy name, description, the number of
virtual machines, backup repository, backup periodic, status and operation, as shown below:

o FOnCY nme [y

|:| Policy Name Description VM(s) Backup Repository Periodic Status Operation

|:| vCenter_VM_Backup 2 Datastore_2_copy Every Friday, start at 23:00 \/ Edit Delete

Policy Name: Displays name of the new VMware backup policy.
Description: Displays descriptive information of the new VMware backup policy.

VM(s): It displays the number of virtual machines to be backed up. To view virtual
machines, click on the number under VM(s)

Backup Repository: It displays backup repository.
Periodic: It displays backup periodic.

Status: It displays status of the backup policy, enabled or disabled. To enable backup
policy, click on the ® icon. To disable backup policy, click on the v icon.

Operation: To edit or delete a backup policy, click Edit or Delete under Operation. The
default scheduled backup policy cannot be deleted.

To edit a backup policy, click Edit and enter the following page:
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Edit Scheduled Backup Policy X

Mame: vCenter_VM_Backup

Description:
Applicable VM(s): | 2 selected @
Backup Repository. | Datastore_2_copy e

To save backup to Windows shared folder, Add New Windows Shared Folder

Periodic:(@ Weekly () Daily () Hourly () Minutely

Start Time: | Friday v | 2300 v

Max Duration: | 48 hour(s) (1)
|:| Cancel ongoing backup task upon timeout

Backup Retention
Period: | One month “

[/] Enable VS5

Adding VMware Backup Policy
To add a new VMware backup policy, do as follows:

1. Goto System >VM Backup and Recovery > VMware Backup Policy, click New to enter
the following page.

Add New Policy

o Select Virtual Machine o Backup Periodic o Backup Repository ° Policy Name ° Finish

2. Select the virtual machine(s) you want to back up. You may enter the name of the virtual
machine in the search box to search for a specific virtual machine. Select virtual machines
under Available and then the selected virtual machines will be added to Selected on the
right, as shown below:
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Add New Policy X

o Select Virtual Machine e Backup Periedic ° Backup Repeository o Policy Name ° Finish

Available Selected
[ ] VM Mame Backup File Ba Wil Name Backup File Size Remove
= GvCentEr E‘--GvCentEr
| =] 7J-| CTIESH E} 71—‘ CTIESH
0 &E LQw
O E0) 23368 . oG 9.11 GB ]
] 5 173266
] ] 4545 GB
D -'l_-l 4412 GB
| L3 - 3761GB
- W] 9.1 6B .

Clear: To clear the selected virtual machines, click Clear.

To remove a virtual machine from the Selected, click ™

3. Specify Backup Periodic.

Backup periodic can be on weekly basis, daily basis, hourly basis and minutely basis.
There are another two options: Cancel ongoing backup task upon timeout, Enable VSS.
You may enable those options based on your own needs.

Q Select Virtual Machine o Backup Periodic ° Backup Repository ° Policy Name o Finish

Periodic: @ Weekly O Daily O Hourly O Minutely

Weekly: Select Weekly and configure the fields on the following page:

Periodic @ Weekly O Daily O Hourly O Minutely
Start Time: Friday w2300 v
Wax Duration 43 hour(s) (1

ezancel ongaing backup task upon timeout

Backup Retention Period:  One month ~

[lEnable vss
File system of related virtual machines will be locked for a few seconds before backup starts, sothat data in cache and memaory can be saved to disk to ensure the
data integrity. This feature requires Vhiware Tools he installed on the virtual machines running in Viviware vCenter and recammended for those running applications like
SOL Server and Exchange
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On weekly basis: Options are from Sunday to Saturday.

Start Time: It specifies time to start backup. Since backup may bring impacts to system
service, select a period that service is not busy.

Max Duration: It specifies the longest period that the backup operation can last. New
backups only occur within this time range and will not stop once starts. However, the
backup tasks having not started yet will resume when the time range arrives again. You
may select Cancel ongoing backup task upon timeout based on your own needs.

Backup Retention Period: It specifies the longest period that backups will be kept. The
longest period is three months.

¢

You may select the option Enable VSS based on your own needs. Once that option is
selected, file system of related virtual machines will be locked for a few seconds before
backup starts, so that data in cache and memory can be saved to disk to ensure the data
integrity. This feature requires VMware Tools to be installed on the virtual machines
running in VMware vCenter and is recommended for those running applications like SQL
Server and Exchange.

Daily: To have VM(s) backed up on daily basis, select Daily for Periodic and configure the
related fields, as shown below:

Periodic: O Weekly @ Daily O Hourly O Minutely
Backup Period: 2300 W to 0300 v (the following day since policy creation)
|:| Cancel ongoing backup task upon timeout
Backup Retention Period: | Twig piceks v
M Merge earlier backups to free up storage space
[ JEnable v&s

Backup Period: It specifies the longest period that the backup operation can last. New
backups only occur within this time range and will not stop once starts. However, the
backup tasks having not started yet will resume when the time range arrives again. You
may select Cancel ongoing backup task upon timeout based on your own needs.

Backup Retention Period: It specifies the longest period that backups will be kept. The
longest period is three months.

?
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You may select Merge earlier backups to free up storage space preserve all the backups
for the previous 3 days, one backup (the last one) for the earlier week and one backup
for each of the even earlier weeks (the one created on Sunday only).

You may select the option Enable VSS based on your own needs. Once that option is
selected, file system of related virtual machines will be locked for a few seconds before
backup starts, so that data in cache and memory can be saved to disk to ensure the data
integrity. This feature requires VMware Tools to be installed on the virtual machines
running in VMware vCenter and is recommended for those running applications like SQL
Server and Exchange.

Hourly: To have VM(s) backed up on hourly basis, select Hourly for Periodic and
configure the related fields, as shown below:

Periodic O Weekly O Daaity @ Hourly O Minutely
Interval: 1 hour(s) 4
Backup Retention Period: | One week v

E Merge earlier backups to free up storage space

[JEnatle vas

Interval: Specifies the interval of backup occurs. The minimum interval is 1 hour.

Backup Retention Period: It specifies the longest period that backups will be kept. The
longest period is three months.

L

1%

You may select Merge earlier backups to free up storage space to automatically
preserve all the backups for the previous 3 days, one backup (the last one) for the earlier
week and one backup for each of the even earlier weeks (the one created on Sunday

only).

You may select the option Enable VSS based on your own needs. Once that is selected,
file system of related virtual machines will be locked for a few seconds before backup
starts, so that data in cache and memory can be saved to disk to ensure the data integrity.
This feature requires VMware Tools to be installed on the virtual machines running in
VMware vCenter and is recommended for those running applications like SQL Server
and Exchange.

Minutely: To have VM(s) backed up on minutely basis, select Minutely for Periodic and

confiudre the related fields, as shown below:
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Periodic O Weekly O Daily O Hourly @ Minutely

Interval 10 minutes hd
Backup Retention Period:  One month ~
Merge earlier backups ta free up storage space
[ 1Enable vss

Interval: Specifies the interval of backup occurs. The minimum interval is 20 minutes.

Backup Retention Period: It specifies the longest period that backups will be kept. The
longest period is three months.

L

1%

You may select Merge earlier backups to free up storage space to automatically
preserve all the backups for the previous 3 days, one backup (the last one) for the earlier
week and one backup for each of the even earlier weeks (the one created on Sunday

only).

You may select the option Enable VSS based on your own needs. Once that option is
selected, file system of related virtual machines will be locked for a few seconds before
backup starts, so that data in cache and memory can be saved to disk to ensure the data
integrity. This feature requires VMware Tools to be installed on the virtual machines
running in VMware vCenter and is recommended for those running applications like SQL
Server and Exchange.

4. Specify backup repository to store VM backups, as shown below:

Add New Policy X
0 Select Virtual Machine 0 Backup Periodic o Policy Name o Finish
Backup Repository: | virtualDatastore 1 hd

Total: 435178

First Backup Size: 9.11 GB

Free: 345 TB

Backup Repository: It specifies backup repository, you may select an existing datastore.
Once the backup repository is specified, total capacity, available backup repository size
and first backup size of the selected datastore will be displayed.
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A

Note that next backup will have all data backed up if backup repository is changed,
please operate with caution.

5. Specify name and description for the new policy on the following page:

Add New Policy X

0 Select Virtual Machine o Backup Periodic 0 Backup Repository ° Policy Name o Finish

Name test ‘

Description

Name: Specifies name of the new backup policy.

Description: Specifies description of the new backup policy.

6. Confirm configurations and click OK to save the settings.

It displays the basic settings of the backup policy, such as Name, Periodic Incremental
Backup, Backup Repository and First Backup Size. To have VM(s) backed up upon
completion of backup policy creation, you may select Back up now option, as shown
below:

Add New Policy X

Q Select Yirtual Machine Q Backup Periodic 0 Backup Repository 0 Policy Name e Finish

Backup Policy Summary

Name: test

Perindic Incremental Backup Everyday, start at 23:00
Backup Repositary: ISCSI-Secondary

First Backup Size: 9.11 GEB

[ Back up now

2.6.12.3 Backups

Onthe Backups tab, VM backups can be displayed by VM group, node, datastore and backup
repository. Such information as VM name, number of backups, total size, previous backup
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repository, last backup and backup policy will be displayed.

Global Settings

Backup Policies | VMware Backup Pol... Backups VMware Backups | Backup Repositories

"_‘g View By Group 5 Refresh

Q

e
Toup [ VMNarme Backups Total & Previous Backup Repository Latest Backup Backup Folicy

[ % Ya 1 14MB  VirualDatastore! 2018-11-13 22.48:38
[0 4 AC 5 710B  VituaDatastorel 2020-03-06 23:06:14 Dermo backup
L [1 4 a0 5 10GE  VirtualDatastorel 2020-03-16 23:11:48 Demo backup
m [1 & wmr 7 151 6B VitualDatastore! 2020-03-16 23:06:11 Dermo backup
-l [0 % o 8 158GB  VinualDatastore! 2020-03-29 23:04:21 Demo backup
- [0 o 8 21368  ViruaDatastorel 2020-03-29 23:05:33 Dermo backup
- [1 % mC g 263GE  VirualDatastorel 2020-03-29 23:06:38 Demo backup
: [ & away 8 35968  ViruaDatastorel 2020-03-29 23:03:52 Dermo backup
. [1 4 win7 2 36.7GE  VirualDatastorel 2018-12-02 10:59:18
! o [1 ¥ Windows2016 8 71.8GB  VirualDatastorel 2020-03-29 23:00.57 Dermo backup
i [1 % BBC&F ™ = 8 101.56G8  VitualDatastorel 2020-03-29 23:06:08 Demo backup
j"- [] ¥ Ubunwisog ] 102CGB  VituaDatastore 2020-02-05 23:05:27
' : [0 & awayso _ 5 716568  VituaDatastorel 2020-03-16 23:05.08 Dermo backup

Recover: Select backed up virtual machines and restore them to their previous status
and configuration. You may also go to Backup/CDP tab to perform recovery operation.
For details, refer to Recovering Virtual Machine in Backup/CDP section.

Delete: To delete backups of virtual machine, select the virtual machine and click Delete.
If scheduled backup or continuous backup policy is configured and enabled, a full backup
will be created again for the virtual machine. 10 activity logs will also be deleted if there
is any. Backups will go to Recycle Bin and be preserved for 30 days, but IO activity logs
will be deleted immediately and cannot be recovered any more. This operation requires
you to enter password of the username to confirm.

Delete Backups X

Once all backups of the virtual machine are deleted, a
full backup will be created again for that virtual machine
if scheduled backup or continuous backup is enabled
and configured. Meanwhile, 10 activity logs will be
deleted all together if there is any. Would you like to
proceed?

Backup(s) will go to Recycle Bin and he preserved for 30 day(s) before being

permanently deleted, while 1O related logs in the backup(s) will be deleted

immediately.

Enter admin password to confirm operation:

Password

Confirm
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https://10.4.3.254/?m=/mod-setting/recycle-bin/index#backup

VM Name: It displays the name of the virtual machine that has been backed up.

Backups: It displays the number of backups. You may click on the number to view detailed
information of backups of the virtual machine. For details, refer to the 2.2.1.126
Configuring Backup/CDP section.

Total Size: It displays total size of the backup files of the virtual machine.
Previous Backup Repository: It displays the previous backup repository.
Lastest Backup: It displays time that the last backup happens.

Backup Policy: It displays the backup policy with which the virtual machine is associated. You
may click on the backup policy to edit it.

2.6.12.4 VMware Backups

On the VMware Backups tab, VM backups can be displayed by node. Such information as
VM name, number of backups, total size, previous backup repository, last backup and backup
policy will be displayed.

Backup Policies || VMware Backup Pol... Backups TR OLE Backup Repositories || Global Settings

a . ~ —~
8 View By Node 5 Refresh ‘D) Recover Ti Delete

VM Name Backups Total Previous Backup Repository Latest Backup Backup Folicy

] Yong_Server 2003 1 17GB  ISCSkSecondary 3020-03-15 17:20.40
] witness 1 83GE  VinualDatastore1 2018-10-14 15:30:23

-._1 windows2012 1 269G6B  VirtualDatastore! 2019-10-14 11:42:00

Recover: Select backed up virtual machines and recover them to their previous status and
configuration. Virtual machine can be recovered on Sangfor HCI platform or recovered to
VMware vCenter, as shown below:
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Recover Virtual Machine

X
Select a destination location to recover.
.
e e
oo
L B
Recover to SANGFOR Recover to VMware
aCloud vCenter
Recover virtual machine Recover virtual machine to
instantly on SANGFOR aClaud Whiware vCenter
Recover to SANGFOR aCloud X
wmTools will be automatically installed on virtual machines, which may take about 5 minutes. Windows virtual machines will restart automatically upon first startup
3o WM Recover to Backup MNew Wi Recaver to Graup Recaver to the C Starage Palicy Recaovertothe C... Cperation
Yong_Serve 2020-03-15_17-14-54 w | Yong_Server 200 Default Group I1SCSl-Secondary - Auto Select Desti
Backup Mame Time Backup Repositary
2020-03-15_17-14-54 2020-03-15 17:20:40 ISCSI-Secondary
Recover to VVMware vCenter X
Sro WM Recaver to Backup MNew Wi Recowver to Wivtw Recover to Group Recaver to the C Recaver to the C Operation
Yong_Serve 2020-03-15_17-14-54 | Yong_Server 200 wCenter CTIESK 192.200.19.30 datastored Select Desti
Backup Mame Time Backup Repositary
2020-03-15_17-14-54 2020-03-15 17:20:40 ISCS|-Secondary

You may also recover virtual machine on Backup tab in VM summary. For details, refer to the

2.2.2.9 VM Recovery section.

Delete: To delete backups of the virtual machine, select the virtual machine and click Delete.
The backups will go to the Recycle bin and will be preserved for 30 days. This operation
requires you to enter password of the username to confirm.
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Delete Backups X

Are you sure that you want to delete backups of those virtual machines in the VMware
vCenter?
Backupis) will go to Recycle Bin and will be preserved for 30 day(s)

Enter admin password to confirm operation

Pazzward

Canfirm

VM Name: It displays the name of virtual machine that has been backed up.

Backups: It displays the number of backups. You may click on the number to view
detailed information of backups of the virtual machine. For details, refer to the 2.2.2.8
VM Backup section.

Total Size: It displays total size of the backup files of virtual machine.
Previous Backup Repository: It displays the previous backup repository.
Last Backup: It displays time when the last backup happens.

Backup Policy: It displays the backup policy that virtual machine is associated with. You
may click on the backup policy to edit it.

2.6.12.5 Backup Repositories

It displays available repositories for backups of virtual machines.

Reliability - Backup Policies | VMware Backup Pol... Backups VMware Backups | BEEMONLG LU Global Settings

5 Refresh ¢ Update  (® New v Total: 10.88 TB, Used; 1.71 TB, Usage: 16% (1

On the toolbar, there are Refresh, Update, New, Delete and Advanced, as shown below:
To refresh the page, you may click Refresh.
To update backups, you may click Update.
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To add backup repository, you may click New. You may choose Add Datastore to
Backup Repositories or Add New Windows Shared Folder.

€7 Refresh ¢ Update (£ New v

E Add Datastore to Backup Repositories

[] st.  Datastore 4 Add New Windows Shared Folder

Add Datastore to Backup Repositories: Click it to enter the following page which displays

available datastore and selected datastore list. The Selected list displays the free and total
size of selected datastore, etc.

Add Datastore to Backup Repositories

Awvailable Selected

[ Datastore Datastore  FreefTotal Backup Reposit Availahle Backup Repositary Space

Remove

MNa data available MNa data available

OK

Add New Windows Shared Folder: To add a new Windows shared folder for storing backups,
click Add New Windows Shared Folder.

Shared Folder: |

Example: W200.200.164 114d\share
[ ] Anonymous lagin

Username: e

Fassword:
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Delete: To move the datastore out of the backup repository, select the datastore(s) and click
Delete.

Message X

Are you sure that you want to remove the datastore out of the backup repositories?

Confirm Cancel

Virtual machines running on Sangfor HCl platform and VWware vCenter can be backed up to
the same backup repository.

On the Backup Repositories tab, it displays status of backup repository, name of the
datastore, type, total capacity, free space, total and free backup repository space, the
number of virtual machines that have been backed up, max read speed, max write speed,
and backup file, as shown below:

st Datastore Type Capacity Free Total (for backu.. 4 Free Whds Max Read S Max Write S Backup “

u
[} = ISCSK-Secondary iSCsl 496 GB 308.23 GB 500 GB 308.23 GB 4 97 BB MB/s 9209 MB/s  View ‘

Total(For backup & archive): It displays size of backup repository. You may click on the
number to edit it, as shown below:

Total (for backu... & Free

500 GB 30823 GBE

Total:
4496 GB

Free Space:
308.23 GB

Total (for backups & archives):
500 GB

Backup: To view and manage the backups, click View under the Backup column, as shown
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below:

Manage Backups

Backups VMware Backups

MNarme

5 Refresh

Q

] Virtual Machine Backups Total Percent Previous Backup Latest Backup Backup Palicy
I:‘ T Monitoring2 1 98.48 GB [ | 20 % ISCSI-Secandary 2020-02-14 23:00:59
[ % MeRr 1 1162G8 | 2% ISCSH-Secondary 2020-02-10 11:22:16 Dema backup
[ % yong testooot 5 10.44 GB | 2% 1SCSI-Secondary 2020-02-21 23:00:47

Manage Backups

Backups VMware Backups

Backup Repository

VirtualDatastore 1

3 Refresh Name

Q

| Virtual Machine Backups Total Percent Previous Backup .. Latest Backup Backup Policy

[ "] Yong_Server 2003 1 1,66 GB 0%  ISCSkSecondary 2020-03-15 172040

2.6.12.6 Global Settings

Backup Repository

On the Global Settings tab, you can specify maximum concurrent backup tasks per storage
and max concurrent recovery tasks per node and max recovery speed per VM, as shown

below:
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Q Specify how many backup tasks can be implemented concurrently, according to the bandwidth and performance of the backup datastore
Maic Tasks Per Datastore: 10

Max Backup Speed Per Wi 80 MBfs

Restore Defaults

'\f) Specify how many backup archiving tasks can be implemented concurrently, according to the bandwidth and performance of the backup datastare

Max Archiving Tasks Per Datastare: 2

Q Specify the maximum concurrent recovery tasks supported by a node according to systemn performance
IMax Tasks Per Node: 2

Max Speed Per VM 50 MBis (1

Restore Defaults

Max Merging Tasks Per Datastore. 2

Max Merging Speed Per Vi =0 MB/s (1

Backup Tasks: Specify how many backup tasks can be implemented concurrently,
according to the bandwidth and performance of the backup datastore.

Backup Archiving: Specify how many backup archiving tasks can be implemented
concurrently, according to the bandwidth and performance of the backup datastore.

Backup Recovery: Specify the maximum concurrent recovery tasks supported by a node
according to system performance.

Backup Merging: Specify how many merging task can be implemented concurrently,
according to system performance.

2.6.13 Recycle Bin

2.6.14 Data Erasure
Function Description
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The HCI Data Erasure function enables users to choose to completely erase existing data
during resource recovery. The user can choose to completely erase the existing data during
resource recovery by customizing the number of overwrites according to the regulatory
requirements or business needs.

Precaution

1. When using the data erasure function, it will occupy CPU and 10 resources, and the erase
process takes some time, so it is recommended to do it when the business is idle.

2. Data will not be recovered after erasing.

3.The actual rate will be dynamically adjusted according to the storage |0 performance and
busy level.

Prerequisites
The virtual machine has been deleted and placed to the recycle bin.
Operation steps

1. Navigate to System > Recycle Bin and click the Settings tab to configure the data
erasure speed and attempt.

2. When Data Erasure is checked by default, the data will be erased when deleting
virtual network devices, virtual machines, virtual shared disks, residual files in the
Recycle Bin, as well as when deleting virtual disks of virtual machines to ensure data
security.

2
&:.:0 Sangfor HCI Home Compute Networking Storage Reliability - a

‘System > Recycle Bin Network Devices || Viriual Machines Shared Disks. Residual Files Settings

Licensing Tasks Recycle Bin
Administrators and Permissions ~ Alerts Log Export and Cleanup
N j P N Date and Time Health Check

Changed erasing speed will apply to all data erasure tasks, but the actual speed is adaptive to storage 10 performance and usage.

Cluster Settings System Diagnostics
Data Erasure Speed: 50 MBis System Backup and Restore Upgrade

Advanced Setings Sarvice Packs
Data Erasure Attempts: 1

Customization Tech Support and Download

Data Erasure: Enable Corelated Security Service:

3. Click the Virtual Machines tab. Select the virtual machine, click Delete or Empty to
prompt for the "Erase business data of the virtual machine at the same time" option.
Check this option and enter the HCl administrator password to completely wipe the
business data of the virtual machine.

Port Management
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System > Recycle Bin Virtual Machines Shared Disks Residual Files

<3 Restore T Delete & Emply

ﬂ Name Description Encryption Status Storage Type Size
‘ Sangfor_SCP_§.2.0EN(202... Not encrypted VirtualDatastore1 Medium 8.07 GB
‘ test_server Not encrypted VirtualDatastore1 Medium 4GB
‘ s_test Not encrypted VirtualDatastore1 Medium 2GB
‘ Testing Not encrypted VirtualDatastore1 Medium 128 MB
‘ test Not encrypted VirtualDatastore1 Medium 12GB
‘ zabbix_appliance-5.2.5 Mot encrypted VirtualDatastore1 Medium 1.5GB
Alert %

Are you sure you want to delete

Sangfor SCP 6.2.0EN(2021... permanently?
This operation will delete virtual machines from disk
permanently, which cannot be restored from Recycle Bin.

Erase business data stored on the virtual machines

Once erased, the data cannot be restored. This will take
some time and may affect storage performance. You are
recommended to enable this during off-peak hours.

Delete the backups of virtual machines

Backup(s) will go to Recycle Bin and will be preserved for
30 day(s).

Enter login passwaord to confirm operation:

Password

2.6.15 High Availability & Resource Scheduling

2.6.15.1  High Availability

Migration upon node failure is applicable to shared storage only. HA will be triggered when
node’s hardware, storage or network fails for a period of time, and virtual machines(including
virtual network devices) will be recovered seamlessly onto another node to ensure service
continuity.
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The minute node's hardware, storage or network fails, virtual machines are recovered seamlessly onto another noce to ensure service continuity.

Monitoring Sensitivity: Lov-medium (default) v

If node fails for § minutes, shut down virtual machines and recover onto anaother clustered node

Migration Triggers: Management Interface Edge Connected Directly or via a Switch HAEnabled

(<M< M MO < M)
AA3ADDD

9000

0 Failed O Narmal

A

Due to the fact that CPU and memory data of virtual machines are not synchronized
among different nodes, data may be lost when virtual machines are migrated onto
another node.

2.6.15.2 Resource Scheduling

Resource scheduling refers to migrating virtual machines to another node when running
low on resources, so as to guarantee business stability and continuity. Resource
scheduling will be triggered if CPU and/or memory usage of node exceed(s) the
threshold that has been specified, and virtual machines will be migrated according to
the automation level. Virtual machines will be migrated to nodes whose CPU and/or
memory usage is low, so as to lowering resource usage of nodes to be within the
threshold.
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Reliability > Resource Scheduling

Enazhle resource scheduling

Turn on this feature, so that virtual machines can be migrated to another node when running low on resources, to guarantee business stability and continuity.

Autornation Level @Aummated (virtual machines are automatically migrated to another node)

O Manual (migration recommendations will be given and need to be applied manually)

Resource (@]« (O Memory (@) CPU or Memary

Trigger: Host CPU usage exceeds 80 %

Host memary usage exceeds a0 %

Sensitivity Level Conservative frecommended) % (migration will be triggered if CPU andior memory usage exceed the above usage for 10 minutes)

Prefer The Node with VM Replica Enable v | (Gnce enabled, virtual machine stored on a virtual datastore can only be scheduled to the node where Vi replica is stored, to ensure WM performance)

Indlivicual Vs m (specify autornation level for individual virtual machines)

You may specify threshold for CPU or memory(50%-90%), or for both. Migration
recommendations will be given when threshold is reached.

You may specify sensitivity level, conservative(recommended) or aggressive. If
conservative is selected, migration will be triggered if CPU and/or memory usage
exceed the above usage for 10 minutes. If aggressive is selected, migration will be
triggered if CPU and/or memory usage exceed the above usage for 3 minutes.

You may also specify automation level(manual and automated). If manual is selected,
migration recommendations will be given when threshold is reached and virtual
machines will be automatically migrated to another node.

2.6.15.3 Automated Hot Add

Automated hot add refers to adding CPU, memory, NIC and disks to virtual machines
manually or automatically when virtual machines are running.

All the VM operating systems support automated disk and NIC hot add. Some VM
operating systems do not support automated CPU and memory hot add. Refer to
operation system list or contact relevant OS developers.

You may check resource usage regularly and add resources according to actual situations, so
as to ensure proper operation of businesses. Configure automated hot add as follows:

1. Enterprise edition is required.

2. Ensure that there are virtual machines in the cluster which support automated hot
add.

3. Install vmTools.
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4. Go to edit virtual machines to enable CPU hot add and memory hot add.

Edit Virtual Machine (Windows server 2012-SC) x
Storage Palicy: 2_replica v
Run on MNode: 192.168.20.3 v
Guest OS5 Windows Server 2012 64 bit v
High Priority, I:‘ Guarantee resources even overall resources are inadequate (takes effect after Wi reboot) | 0

Configuration Advanced

Processar 4 core(s)

Wemory Size: 2 GB
W emory 8 GB
= Disk 1 260 GB
8 GB
© comovD 1 MNane
m ethil Connected To: switch2, IP Address: 182.1..
4 & @:? a"c? d,c? q’@& ,’@‘? G

Enahle huge-page memaory | 0

Performance of Yis will be impraved if huge-page memory is enabled for specific

applications but disks will be pre-allocated.

| Enable memaory hot add [change could be made in powered-off state) Guest OSes |

s Other Hardwares upport L1

G) Add Hardware ¥

Edit Virtual Machine (Windows server 2012-5C) X
Storage Paolicy 2_replica v
Run on Mode 192.188.203 bt
Guest O3 Windows Server 2012 64 bit v
High Priority: [ Guarantee resources even overall resources are inadequate (takes effect after VM reboot) (1

Configuration Advanced

Processor 4 core(s)

Cores: 4 core(s)
W [ermory 8 GB
= Disgk1 250 CB
x Wirtual Sockets: 1 v
© coovo Maone
Cores Per Socket 4 v
mw cthD Connected To: switch2, IP Address: 192.1...
[v] Enable NUM# Scheduler (.
Use CPU from host (1
Para-virtualized clock (1
¥4 Other Hardwares I Enable CPU hot add (change could be made in powered-off state) Guest OSes Support I

@ Add Harchware ¥

5. Go to System > HA & Resource Scheduling > Automated Hot Add, select Enable
automated memory/CPU hot add, and configure Resource, Trigger and Sensitivity
Level fields.
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' Priorto enabling hot-add for virtual machines, assess the impacts to business systermn, since hardware hot add may incur business systern error (if application program running is subject to hardware status)

Enable autormated memory/CPU hot add

Performance of ¥Ms will be evaluated and improved with automatically added resources when they are running out of CPU or memory, minimizing business downtime. Guest OSes Support

Virtual Machines: Settings (specify virtual machines to support automated memory andfor CPU hot add, or remove them from the list)

Resource: OCF’U OMemury @CFU ar Wemory
Trigger. Guest CPU usage exceeds 50 % (one virtual socket will be added each time, but eventual number be less than doubles)
Guest memory usage exceeds | 50 % (one eighth of the configured memary size will be added each time, but eventual number he less than doubles)
Sensitivity Level: Conservative {recommended) W | (mare CPUs andior memaory will be added to virtual machines when any of the above thresholds has been reached for 10 minutes)

6. Add virtual machines to the VM list which support automated hot add.

Select Virtual Machine X
Available Selected
Expand Al El Couap% Al Group VI e Q I
[0 VMMName Current C... Hot-Add Supp... WM Name Delete

= =] Virtual Machine

. \Web Server Group
Application Group
Database Group
Cheney

Default Group No data available

_ Cance'

7. Click OK to save changes.
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2.6.16 VM Scheduling

Function Description

In the VM scheduling page, you can add a new VM scheduling policy or select a policy to edit
or delete. Through the scheduling policy, you can achieve precise control over the running
location of VMs to meet the demand of dual-live.

Precaution

After aVM scheduling is added to a running VM, the VM must be restarted to take effect.
Prerequisites

None

Operation steps

1. Navigate to Reliability >VM Scheduling.

% Sangfor HC Home Compute Networking Storage System

Scheduling Policy VM Group Host Group

Sche: cl 2]
a New C Refresh cheduled Backup/CDP HA

Snapshots Resource Scheduling
Policy Name Status Object Type Qbj Automated Hot Add
VM Scheduling
Resource Reservation
Host Health Monitoring

uPs

2. Add a scheduling policy, and select the policy type.

a. VM-VM Affinity — Scheduling based on selected VM to be running on same
nodes..

b. VM-VM Anti Affinity — Scheduling based on selected VM to be running on
different nodes.

c. VM Group Anti Affinity — Scheduling based on VM group to be running on
different nodes while the VM in same VM group will be running on same node.

d. VM-Host Affinity — Scheduling based on VM group to be run on nodes in a Host
Group.
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Create Scheduling Policy %

Name:

Policy Type: VM-V Affinity -

Automation Level:  Must ~ Run on the same node

VMs: Y= Expand [E Collapse * Refresh Group - I ame -:-I Selected (0) i Clear
VI Virtual Network Device Status Datastore Run Location Name Operation

E Virtual machine

Default Group

Virtual network device

Status: © Enabled Disahled

2.6.16 Advanced Settings

On the Advanced Settings tab, you can enable NUMA scheduler which can speed up
memory access and improve VM performance. It takes effect after VM restart.

Besides, memory overcommitment ratio can also be configure or adjust under Advanced
Settings tab.

NUMA Scheduler

Once NUMA scheduler is enabled, it will be applied to all the virtual machines on the nodes
in the cluster and it takes effect after VM reboot.Once disabled, it will be applied to all the
virtual machines on the nodes in the cluster immediately. To enable NUMA scheduler for a
virtual machine,do as follows:

1. Make sure the current version is Enterprise edition.
2. Make sure that the virtual machine has more than 8 cores and vmTools installed.

3. Goto System > Advanced Settings, select Enable NUMA scheduler.
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% Sangfor HCI GCompute Networking Storage Nodes Reliability

Syslem = Advanced Setlings

Licensing

NUMA Scheduler: [ Enable NUMA Scheduler (i

Encryption Algorithm: AES-256

VM Escape Detection Enable

Save

4. Go to Compute and edit the virtual machine for which you want to enable NUMA
scheduler, and then select Enable NUMA Scheduler option, as shown below:

Configuration Advanced

E Processor 4 core(s)
Cores: El core(s)
W femory 8GB
= Disk 1 500 GB
s Wirtual Sockets: 1 v
o= Disk 2 500 GB
Cores Per Socket: 8 (v
M= Dizk 3 500 GB
© coiovD 1 CO/OVD Drive B Enable NUMA Scheduler (1
™ cthD Disconnected [Juse cPUfrom host ()
. cthl Disconnected |:| Para-virtualized clock [
& Other Hardwares |:| Enable CPU hot add {change could be made in powered-off state) Guest OSes Support

@ Add Hardware ¥

5. Click OK to save the changes.

A

Once Enable NUMA scheduler is selected in System > Advanced Settings, you may
also enable or disable NUMA scheduler on a specific virtual machine. Enabling
NUMA scheduler takes effect after VM reboot while disabling NUMA scheduler
takes effect immediately.

To project NUMA topology into a virtual machine, make sure that virtual machine has
more than 8 cores and vmTools has been installed.

Memory overcommitment

Memory overcommitmentis a concept in computingthat covers the assignment of
more memory to virtual computing devices (or processes) than the physical machine they
are hosted, or running on, actually has.

You may configure the memory overcommitment ratio under System > Advanced Settings.
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System > Advanced Settings

NUMA Scheduler [ Enable NUMA Scheduler (0
Encryption Algorithm:  AES-256

VM Escape Detection Enable ()

Save

IMemory Allecation

Memory Overcommitment Ratic (100%) Recrmved [or— ‘Available W Reserved: Memory for system running
Preallocated: M d i - bled VM:
Memory Overcommitment Ratio ( >100%) = = TS e [ Freallocated: Memory reserved for page-memory enabled VMs
W Available: Memory for dynamic provisioning
Total
B Overcommitted: Overcommitted = Allocatable - Preallocated - Available
Committed-RAM

Allocatable

Global Memory Overcommitment Ratio: | 120% B

Node Name 1009 (No risk) Total MEM Overcommitment Ratio () Allocatable

192.200.19.19 2'“ 256 GB 100% - 221168

192.200.19.18 h 256 GB 100% - 223568
200% (High risk)

Memory allocation: User can view the explanation of the memory allocation for better
understanding.

Global Memory Overcommitment Ratio: Configure the memory overcommitment ratio for
all nodes inside the cluster.

MEM Overcommitment Ratio: Change the memory overcommitment ratio for different
nodes.

2.6.17 Host health monitoring

Host health monitoring monitors whether the system disks and memory of hosts in the
cluster are in a healthy state. These features will automatically reduce the priority of
unhealthy host in the process of VM startup, HA, and other tasks. Only support to detect
the host memory ECC/UECC failure, HDD bad sector, SSD remaining lifetime, and system
disk read-only issue.
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-2'.{0 S AT Compute Networking Storage @ £ 4 :f;:i:m

Reliability > Host Health Monitoring

D WWhen host health monitoring is enabled, the system can automatically identify whether the hos! is healthy. Healihy hosts are prefemred for VM startup, HA o other tasks. Alerts will be sent to nofify users 1o reboot the unhealthy host or migrate Viis running on it fo guarantee normal b What is An Unhealthy Host?

Enable host health monitoring

Recovery Method: % Auto-removed from unhealthy host ist

inhealthy hosts will be checked upon each startup and reboot. Hosts restored to nommal state will be automatically removed from the list below.

Alert Noification: By email (D Settings

Node IP Issue Description Time Delected Operation

D When host health monitoring is enabled, the system can automatially identify whether the host is healthy. Healthy hosts are preferred for VM startup, HA or ofher tasks. Aleris will be sent o nofify sers fo reboot the unhealthy host or migrate VMs running on it to guar

ormal b Whatis An Unhealihy Host?

iarked by the fof ues which may cause the host o crash;

Enable host health monitoring

Recovery Method: [ A

Alert Notification: By email (D Settings

To enable the host health monitoring, require to enable the option “"Enable host health
monitoring”.

To remove the unhealthy host automatically, select "Auto-removed from unhealthy host
list”. The status of unhealthy hosts will be checked upon each startup and reboot. Hosts
restored to the normal state will be automatically removed from the list below.

To notify the user, you can configure the alarm notification by email.

Node IP Issue Description Time Detected Operation

No data available

HCl automatically detects the unhealthy host and display in the unhealthy host list. The
issue and solution will be also displayed in the list.

To remove the unhealthy host manually, you can click on the remove operation remove the
host from the list after resolving the issue.
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2.6.18 System Diagnostics

Simple troubleshooting and information gathering can be carry out throughout the
command available on System > System Diagnostics.

%{. Sangfor HCle Compute Networking Storage Reliability
b

System > System Diagnosiics

Server: Node-2

Command Description

help Show this help text help

clear Clear screen clear

term End running program term

arping Send an ARP request to an adjacent host arping [-I interface] [-5 source] <destination IP>
chping Check multicass connectivity chping hostname

af Display disk partiticns df

dparping Send an BRP request to an adjacent node via NIC dparping <destination IP>
iostat Display disk IO information iostat [interval] [<sdx> [...]]

lsblk Display information cof available block dewvices lsblk

lspei Display PCI information of the current node lspci

locatedisk
multipath
ping

perf bench mem all

Display drive letter lecatedisk /dew/sdx

Display multipath information multipath

Test connectivity to a host address ping [-c count] [-I interface] host

Display memory capacity perf bench mem all

route Display routing table route
smartctl Check health of physical disks smartctl [-x] [-a] /dev/sdx
telnet Test connectivity to a port on a host telnet host port

turbostat
vtpclustat

lsusb

Display CPU clock speed turbestat
Check status of clustered nodes and cluster vtpclustat

View USB List lsusb [-w] [-t]

| > Type and execute commands here, type 'help' for help |

Server: Select the corresponding node to execute the command.

> : Enter the available command shown above to execute.

2.6.19 PaaS Correlated

Function Description

The KubeManager platform supports docking to virtual storage aSAN or file storage NFS for
data persistence storage, so that users can store business data outside the application Pod
and protect the application data from being affected when the application Pod fails. To
interface KubeManager platform with aSAN storage, you need to use PAAS correlated
function in Correlated Security Service.

Precaution

No

Prerequisites

1. aSl license is required for HCI platform.

2. The KubeManager platform and HCI platform can communicate normally.
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Operation steps

1. Login to the HCl web console, navigate to System > Correlated Security Services,
and click Add New Account.

%ﬁ' Sangfor HClez Compute Networking Storage Reliability

System = Comelated Security Service
© Disable Correlated Security Service ' Refresh | @ Add New Account Licensng Tasks

Administrators and Permissions. Aleris

Account Name Description Date and Time Health Check
Clusler Seffings System Diagnastics
System Backup and Restore Upagrade
Advanced Seffings Senvice Packs
Customization Tech Support and Download
Comelaled Securily Service

Port Management

2. Customize the account information.
Account name: Name of the account, for example: simon.
Description: Account description, for example: simon-paas.
Password: Password of the account.
Correlated Platform: PaaS.

Permission: Check Virtual Storage (checked by default).

Add New Account w

Account Name:
Description:
o

Password: L)

Confirm Password:

Correlated Platform: Third-party security service -
Permissions: All
Virtual machine Cluster Metwork
Digk Recycle Bin Wirtual Storage

3. Click <OK> and the service account is added.
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System > Cormelaled Security Servics

@ Disable Comelated Security Service

4. Loginto KubeManager platform, switch to the cluster where you want to add storage
server,navigate to Storage > Storage Servers, and click Add Storage Server.

Q Sangfor KubeManager

Storage Servers

5. Enter the name of the storage server, select the corresponding storage type, and
configure the basic information of the server.

a. Name: Customize the server name.

b. Type: Support Sangfor NFS and Sangfor aSAN storage servers; Sangfor aSAN
is recommended, with high reliability and stable performance.

c. ¢. NFSserverinformation.
Server address: the address of the NFS server.
Storage path: The path where the NFS server is stored.
Version: The version of the NFS server.
d. aSAN Server Information.
Gateway address: https:// HCl cluster IP:4433.
Authenticated Account: The name of the service account added in step 2.

Authenticated Password: The password of the service account added in step
2.

6. Click Save to finish adding the storage server.

2.6.20 Port Management

The listening port on HCI for different purposes can be view and manage on System > Port
Management starting from version 6.1.0.
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[
Sarvice Port Pretocol Description Statug
Host discovery 4009 udp Port for new node discovery that aims to discover nodes with Sangfor HCI installed v
VM migration 7001-7019 tep

P2V migration 4000-4010,10803-10900 tepiudp

Samba 139,445 o

4413 tep

161 udp

2 < @ e @ < <

4481 1ep

32680 tep

networ 4480 tep

80,443 tep

2.6.21 UPS

By integrating UPS to HCI, VM is protected when the power grid is down. It protects the VM
from immediately shutting down and allow the VM to shut down properly when a certain
condition is met.

HCl integrates with UPS through SNMP (simple network management protocol) protocol.
UPS vendor provides the OID (object identifier) library and through SNMP protocol, HCl is
able to receive the battery usage of the UPS and take actions when the battery usage is
below certain threshold.

Configure the UPS setting under Reliability > UPS

-~
.Ef" Sangfor HCls2 Compute Networking Storage System
*

Reliability > UPS
ad e )
C* Refresh @ AddUPS & AttachToNodes f£¥ UPS-Powered VM Shutdown [ View Auto Shut-Down VMs chechiled Bacup/COP—— HA
Snapshots Resource Scheduling
UPS Name UPS Status Baltery Remaining Automated Hot Add
VM Scheduling
Resource Reservalion

Host Health Monitoring

UPS

Reliability » UPS

S | |% Attach To Modes| $¥ URS-Powered v Shutdown || [ View Auto Shut-Down Vs

UPS Name UPS Stats Batiary Remaining Battery Runtime UPSIP Canngcted Nodes Operation

Add UPS: Add new UPS to the HCI.
i. Name : Enter the name for the UPS.
ii. IP Address : IP Address of the UPS.
iii. Version : SNMP version with 3 options, version 1,2 and 3.

iv. Read Community : The read community in the SNMP setting.
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V. OID : Select whether it is APC or Standard MIB. For other OID, please contact
Sangfor Support teams for further assistance.

Add LUPS b
Marme:

IP Address:

Yersion: SHMP %1 0 w
Read Community: | Read community

(o][n} @ APC () Standard MIB

mlB 21D (Remaining P ower): is0.361.41.318111.221.0
MIB 21D {Cutput Status): is0.361.41.318111411.0
miB OID (Remaining Runtime):  is0.3.6.1.41.3181.1.1.2.2.3.0

) Tochange OID aruse other OIDs, contact technical support

representative at +60 127-117-128(7511)

Attach To Nodes: Select the corresponding nodes to attach with the UPS.

i. Attach UPS: Select the UPS to be attach to the selected nodes.

i. UPS Deployment Guide: View the UPS deployment guide for different scenario with
single UPS, 2 UPS and multiples UPS.
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Attach To Modes ¥

¢ 1.1fa UPS runs out of power, it cannot provide power to the connected nodes, causing business interruption. To avoid this, follow

IUPE Deployment Guide to connect UPS and nodes.

2. The systern can only detect connectivity between UPS and nodes. Please make sure nodes are connected to the attached UPS(s)

and the physical switch connecting UPS and node is still connected to UPS.

C & Aftach UPS 3 UPS Deployment Guide
[] ModeName Aftached UPS Operation

[] 192.168.20.5 - Aftach

] 192168.203 - Aftach

] 192168204 - Aftach

UFS Deployment Guide X

Single UPS Deployment

Cannect each node in the cluster to a UPS to have them protected by the same UPS.

Single Electricity Provider: Dual Electricity Providers:
% Network % Network

£

Power Adapter

BE- & B BH E H

MNode UPs MNode MNode UPs MNode

]
o ]

UPS-Powered VM Shutdown : When the node is powered by UPS only, this function allow to
shutdown VM follow by phases along with the battery percentage.

i. Status: Do not enable this function when the node is powered by both UPS and
eletricity provider.
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i. UPS Battery Remaining: Configure the battery percentage to shutdown the VM
accordingly.

iii. Critical VM: Select the important vm as critical VM for phase II.

UFPS-Fowered Wi Shutdown poe

Mates:

Shutdown

1.When a node is powered by electricity provider and UPS (as
shown in the figure), do not enable UPS-powered Wi shutdown, or )
else itwill be triggered in case that UPS runs out of power.
2.WWhen a UPS on battery has remaining battery lower than
specified threshold, sequentially shut down Whis running on the
attached nodes.

3.WWhen a node is attached to multiple UPSs, UPS-powered Wit -
shutdown is triggered only when all the attached UPSs provide

power by hattery and their hattery remaining are lower than Node

specified threshold.
4. Ifresource scheduling is enabled, wMs will not e migrated to the nodes powered by LIPS on battery:

A. ITURPE status shows itis offline, the systermn will not perform UPS-powered WM shutdown on the nodes attached to that URS,

Status: (} Enabled

Shutdown Trigger:
As non-critical ¥z will be shut down first, set vidual machines running important business as critical Wids.
UPE Battery Remaining Action
Phaszel: = 70 % Shut down nan-critical Yhis
Phase lI: = &0 % (30%~100%) Shut down critical vilg (1 selected )

View Auto Shut-down VMs: The VM shutdown by the UPS-Powered VM Shutdown module
can be view and select to power on.

i. UPS-Powered VM Shutdown: Same configuration with the Status in UPS-
Powered VM Shutdown.

i Power On: Power on the selected powered off VM.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
379



Wiew Auto Shut-Down Wi b'e

LIP5-Fowered WM Shotdowen: Enahled tapplied to all LUPSs)

The fallowing Whis hawve heen automatically shot down:

' Refresh | €@ Power on | W Clear

] Wh Mame Wiiarking Location Latest Shutdown Results

Mo data availahle

2.6.22 Online SP package

2.6.21.1 Online SP settings
The online patch service can obtain the latest patch information from the online patch
platform regularly to ensure the stability and security of the device.

The management network can connect to the HCl equipment of the Internet, and directly
access the Sangfor online patch platform to update the latest patch information. For HCI
devices in the internal network of the management network, if the virtual machine can
access the Internet, you can use the Sangfor network proxy virtual machine to update the
patch; if the virtual machine network cannot connect to the Internet, you can use a third-
party network proxy to access the online patch platform; The SP patch server is deployed on
the Internet for patch updates.

Precautions

1. After the patch service is configured, the connectivity must be tested to ensure that the
platform can connect to the patch server.
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2. Itis not recommended that the management network can directly access the online patch
service platform, because directly exposing HCl to the public network is not conducive to the
security of the platform.

3. Use Sangfora network proxy virtual machine to access the online patch platform mode.
After importing the network proxy virtual machine, do not modify the virtual machine name
(the default name is: _SangforaOperation_VM_WorkStation_), otherwise the proxy service
will become invalid.

Precondition

The customer network needs to release the address update1.sangfor.net of Sangfor's patch
server to ensure that the platform can access the patch server.

Operation Step

1. Enter the System > Service Packs interface, and click the Settings tab.

.3‘%- Sangfor HCloz Compute Networking Storage Nodes Reliability

o .

) CheckforSPs {3 Update Setiings Licensing

Adminislrators and Pemissions
Date and Time Health Gheck

Cluster Seffings ‘System Diagnastics

System Backup and Restore Upgrade

Advanced Seffings ‘Semvice Packs
Gustomization Tech Support and Download
Gomelated Securily Service

Port Management

%{. Sangfor HCls= Compute Networking Storage Modes Reliability

e

2. Click SP Center Addresses to ensure that the patch server has been allowed on the
customer network. The requirements are shown in the table below.

Server |P Address Description Requirement

https://cloudbgcop.sangfor.com Cloud Service IP Address. Must be allow.

http://updatel.sangfor.net

http://update2.sangfor.net Online Patch Platform IP A||0W at least one of the
Address IP, it is recommended to
http://update3.sangfor.net ’ allow multiple.

http://121.46.26.221

3. Check the “"Enable online SP service" option.

4. Checkthe "I have read and accept Privacy Policy" option.
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Enable online SP service

Enable thiz oplicn to get laiest service packs from SP Center for device stability and security

| have read and accept Privacy Policy

5. According to the HClI deployment scenario and network conditions, select an
appropriate online platform communication method for setting. (After selecting the
corresponding scene and configuring, skip other scenes and go to step 6 for
configuration).

Scenario 1: Directly access the online patch platform.

& Direct Access to Online SP Center

nternet
Proxy Method: Mone o

Scenario 1. HCI management inferface can access the Infernaet directly.
2_HCI platform has been managed by SCP with SP service enabled.

Test Connectivity

e Select [Direct Access to Online SP Center] for communication mode settings,
test the connectivity and save the settings.

Test Connectivity X

Connection successful.

OK

Scenario 2: The HCI platform cannot be connected to the Internet, but virtual
machines that can be connected to the Internet can be deployed on the HCI.

e Download the virtual machine template.
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& Access Online SP Center via Sangfor Proxy
Proxy Method: Run a VM femplate provided by San

= r

[

[Fr]

1. Download VM templal&:l Diownload

e Import the downloaded VM template into HCl. When importing the template, it
is recommended to configure as following:

a. HA:Enable.

b. Datastore: Shared datastore for all nodes, for example virtual storage.

c. Run location: <Auto>.

File Type: OVA or VMA

To use a vhd, viwdx or gcow2 image file, choose Exisfing disk and then select
that image file when configuring disk for virtual machine.

VM Image Files: _SangforaOperation_WM_high_level vma

Group: Default Group

HA: ¥ Migrate to another node if the node fails
Datastore: ViriualDatastore

Storage Policy: 2_replica

Run Location: =Auto=

Import

e Editthe virtual machine, view the Advanced configuration, and confirm that HA
is enabled as well as the “"Power on at node startup™.
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Configuration Advanced

Edit Virtual Machine {_SangforaCperation_VM_WorkStation_)

HName: _SangforaOperation_VM_WorkStation_
.:Q Group: Default Group -
-2t

[ Tag: Select B

“)
HA: I Migrate VM to ancther node if the node fails HA Settings I
Datastore:
Storage Policy: 2_replica -
Run Localion <Auto= v
Guest 05: Linux 3.X/2.6 Kemel 64 bit M
High Pricrity: Guarantee resources for WM operation and recovery (takes effect after VM reboot) (1

Boot Order. n Disk 1 - n CD/DVD - n Mone - O
Lifecycle: © Immortal Expiraticn Date 0
Hostname: Default hostname [

Others:

Paoveer on at node startup

Reboot if fault occurs (due to crash, blue screen, efc., requires vmTools installed)
Enable UUID generator (auto asnarate UUID (1)

“ Gancel

e Configure the virtual machine etho to connect to the physical exit, and ensure
that the physical exit can access the external network. Modify the IP settings on
the page, configure the planned address to the virtual machine, and start the
virtual machine.

Configuration Advanced

Processor 1 core(s
E (s) Enable
- Memory 1GB
GComnected To: | edgez [+ =
= Disk 1 5GB x
== Disk2 1068 Siizced
o CODIDVD 1 Mone Adapter Model:
I- ethd Connecled To: edge2 | MAC Address:  FEFCFE0E03:94 £ 3
mm cth1 Disconnected IP Address: Takes effect after vmTools is installed |_‘:_‘_|
Guest OSes Supported

IPv4 address

‘ Other Hardware Pvb address

Jumbo Frame (thiz can be edited only when VM is shul down)
If not enabled, jumbo TCP messages will be segmented while

“

@ Add Hardware ¥
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Edit IP Configuration ¥

IPv4 address
IP Address: 192. )

Metmask: 255.255.255.0
Gateway: 192.

Preferred DNS: 3.3.8.3 ®

Alternate DNS: | 5.8.4.4| |

Lol o

e As shown in the figure below, in the online patch platform communication
mode settings, configure etho's IP, subnet mask, gateway (optional), preferred
DNS (optional), alternative DNS (optional), test connectivity, and ensure the IP
Access to the online patch platform address. (Ethz1 is the internal network port
of the proxy virtual machine. If there is an NFV device, you need to configure
the eth1 network port to connect to the NFV device. The configuration method
refers to the configuration of the etho port to connect to the network where the
NFV device is located).

IPvE address

Test Connectivity

Connection successful
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Scenario 3: The HCl platform cannot be networked, but it can be networked through
a third-party agent.

e The network deployment is shown in the figure above. In this scenario, a third-
party proxy server is selected to access the online patch platform.

@ Access Online SP Center via Third-Party Proxy Server

© o @)

Proxy Settings

IP Address: hitp:/f | 192 168.20.193:3128
Usemame: admin

Password:

Test Connectivity

Download Deployment Guide for Third-Parly Proxy Server

e C(lick <Download Deployment Guide for Third-Party Proxy Server>, the
downloaded content is a compressed package named
"Proxy_Squid_Deployment_Guidance.rar",  which  contains document
descriptions and recommended agent installation packages and configuration
files.

e Refertothe downloaded configuration guide, install and configure a third-party
agent program on the proxy server, and confirm that the proxy server can access
the Sangfor online patch server. Deploy 2 network ports as shown in the figure
below, one can access the Internet to connect to the Sangfor patch server, and
the other can access the hyper-converged platform of the intranet.
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[root@localhost “1# ifconfig
ethd Link encap:Ethernet Huaddr FE:FC:FE:ZF:1B:B6
inet addr:192.280.244.33 Bcast:192.2808.244.255 Mask:255.255.255.8
inet6 addr: feB8::fcfc:feff :feZf :1bbb-64 Scope:Link
UP BROADCAST RUNNING MULTICAST MIU:1588 Metric:1
RX packets:1533238 errors:H dropped:43718 overruns:@ frame:8
Tx packets:58615 errors:8 dropped:B overruns:@ carrier:8
collisions:B txqueuelen:1888
RX bytes:338489413 (322.8 MiB) TX bytes:6926447 (6.6 MiB)

Link encap:Ethernet HWaddr FE:FC:FE:B5:CH:EF

inet addr:18.258.8.20 Bcast:18.250.8.255 Mask:255.255.255.8
inetb addr: feB@::fcfc:feff :febS:cBef 64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:15688 Metric:1

RX packets:95888 errors:8 dropped:@ overruns:8 frame:8

TX packet=:238 errors:8 dropped:B overruns:B carrier:@
collisions:@ txgueuelen:1B888

RX bytes:78774208 (7.5 MiB) TX bytes:69578 (67.9 KiB)

Link encap:Local Loopback

inet addr:127.8.8.1 Mask:255.8.8.8

inett addr: ::1-1Z28 Scope:Host

UP LOOPBACK RUNMING MIU:65536 Metric:1

RX packets:B errors:8 dropped:8 overruns:8 frame:@
TX packets:B errors:H dropped:8 overruns:B carrier:d
collisions:@ txqueuelen:1

RX bytes:B (B.8 B) TX bytes:8 (8.8 B)

[root@localhost "1# ping updatel.sangfor.net

[PING updatel. Sangfur net.cdnZ8.com (113.96.148.2686) 56(84) bytes of data.
64 bytes from .148.2606 (113.96.148.286): 1cmp _seq=1 tt1=54 time=8.84
64 bytes from .148.286 (113.96.148.2686): icmp_seq=2 ttl=54 time=8.44
64 bytes from .96.140.206 (113.96.148 _2B6): icmp_seq=3 tt1=54 time=7.52
64 bytes from .96.140.206 (113.96.148 _286): icmp_seq=4 tt1=54 time=8.19
64 bytes from .96.140.206 (113.96.148 _286): icmp_seq=5 tt1=54 time=8.55
C

--- updatel. sangfor.net.cdnZB.com ping statistics --—-

5 packets transmitted, 5 received, B+ packet loss, time 48B6ms

rtt minsavg/max smdew = 7.521-8.158-8.552-08.361 m=s

[root@localhost “1# _

e Fillin the proxy address (IP+port, example: 10.250.0.20:3128) set in the second
step on the HCI platform. And the proxy authentication user name and
password set during the deployment of the proxy server.

e TheIP address is the IP of the internal network port of the proxy server.

e The portis the publishing port of the proxy service, and the default is 3128.

Click <Test Connectivity> to confirm that the network is connected.

Scenario 4: The HCI platform cannot be connected to the Internet, and the SP patch
server has been set up in the local data center.

The customer uses multiple products of Sangfor and cannot connect to the Internet. At
this time, only one Sangfor intranet SP patch server is deployed in the data center. Then,
when updating the patch offline, the administrator only needs to upload the patch
package to the intranet SP. It can be installed on the patch server, and each product
obtains the patch package update by itself, without the administrator having to log in to
multiple product platforms one by one to upgrade.
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Customers who use Sangfor multiple products only need to deploy one Sangfor intranet
SP patch server, which can act as a unified agent of the online patch platform for
networking, and download and cache patch packages to distribute to many products.

Access Online SP Center via On-Premises Sangfor SP Server

SP Server
Server Address: htipf 192 168.20.198
Use third-party proxy server fo access SP server

Test Connectivity

e Inthisscenario, select the "Use a locally built SP patch server" method.

e Contact Sangfor technical support to obtain the vma template of the offline
patch server.

e Import the virtual machine of the offline patch server in [Virtual
Machine\New\Import Virtual Machine].

e Afterimporting, click <Go to Virtual Machine>. Click <Edit> virtual machine. Edit
the network card and connect to the planned network.

e Open the console and enter the default username and password,
admin/Sangforupdater. After successful login, the system will ask to change the
default password, please configure a new password.

Cent0S Linux 8 (Core)
Kernel 4.18.8-193.e18.x86_64 on an xB6_64

fAictivate the web console with: systemctl enable --now cockpit.socket
localhost login: admin

Sanglor offline updater

No address in config file, use 'ip address' command to add addresses

'help' to show command list and help
'conf ig show' to show current config

CHANGING PASSWORD IS REQUIRED *%t

Changing password for user admin.

New password:

BAD PASSWORD: The password contains the user name in some form

Retype new password:

passwd: all authentication tokens updated successfully.

Shell>

Shell> [ 126.8655881 atkbd =erioB: Unknowm key pressed (transzlated =set 2, code 8x8 on isaBA6H-/serioB).
[ 126.865616]1 atkbd serioB: Use 'setkeycodes BB <keycode>' to make it knowm.

[ 127.4176931 atkbd serioB: Unknowm key released (translated set 2, code BxB on isaBB6B-serioB).

[ 127.417736]1 atkbd serioB: Use 'setkeycodes B8 <keycode>' to make it knowum.

e Use the initsrv command to modify the IP address, mask, gateway, and DNS.
Pressing Y to save the configuration will automatically restart the olu server to
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complete the configuration.

e Confirm the network card configuration and check the connectivity of the
network.

Shell> ifconfig
ens18: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> miu 1568
inet 1H.250.8.18 netmask Z55.255.255.8 broadcast H.8.8.8
inetb feBl: fcfc:feff :fedc:b6all prefixlen 64 scopeid BxZB<1ink>
ether fe:fc:fe:2ciba:ll txgueuelen 1888 (Ethernet)
Rx packets 2792 bytes 171483 (167.3 KiB)
RX errors B dropped B overruns B frame B
TX packets 54 bytes 2668 (Z.6 KiB)
TX errors B dropped B overruns B carrier B collisions B

lo: flags=73<UP,LOOPBACK, RUNNING> mtu 65536
inet 1Z7.8.8.1 netmask 255.8.8.8
inetb ::1 prefixlen 128 scopeid Bx1B<host>
loop txgueuelen 1888 (Local Loopback)
RX packets 66 bytes 6192 (6.8 KiB)
RX errors B dropped B overruns B frame B
TX packets 66 bytes 6192 (6.8 KiB)
TX errors B dropped B overruns B carrier B collisions B

Shell> ping 18.258.8.28

PING 18.258.8.28 (18.258.8.28) 56(84) bytes of data.

64 bytes from 18.258.8.28: icmp_seq=1 tt1=64 time=8.925 ms
64 bytes from 18.258.8.28: icmp_seq=2 ttl=64 time=1.38 ms

64 bytes from 18.2568.8.28: icmp_seq=3 ttl1=641 time=1.83 m=s

e Enter the command moashell. Pop up the QR code, scan it with Sangfor Pocket
Assistant (MOA), get the password in the Pocket Assistant "Little Assistant", and
enter it into the command line. (Need Sangfor technical support processing).
Shell>

Shell>
Shell> moashell

Input password:
2ac8el137))

e Create a user used by the olu server and set a password, and change the group
of the olu user to root.
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[rootPlocalhost 7 1f useradd olu
[rootPlocalhost 71§ passwd olu
Changing password for user olu.
New password:

BAD PASSWORD: The password fails the dictionary check - it is based on a dictionary word
Retype new password:

passwd: all authentication tokens updated successfully.

[root@localhost ™1

[root@localhost 71 jusermod -g root olu

[root@localhost ™14

Use the newly added olu account to log in to the patch server, upload the patch
package of HCl and NFV devices to the /var/wwwroot directory through the sftp
tool, and view it in the HCl patch list after decompression.

[olu@localhost warootlS

[oluBlocalhost waroot 1S prad
var/uaaroot
[oluPlocalhost wadroot 1S

After configuring the Olu server, test the connectivity of the SP patch server on
the HCI interface, fill in the address of the SP patch server, and click <test
connectivity>.

6. Set the security component (aSEC) patch service (optional), select "The
communication mode of the patch service is consistent with HCI".

SP Service for aSEC Components (Optional)

Method Use the same communication method as that configured on HC -

7. Save the settings by clicking the Save button.

Function Description

The patch information can be viewed in Service Packs, including:

The name of the patch package, such as sp-xxx-xxx.

Patch package status, such as: not downloaded, downloading, downloaded,
upgrading, upgraded, etc.

The description of the patch package, such as: the patch solves the xxx problem.
The severity of the patch package, such as high, medium, and low.

Preconditions for the patch, such as: None, and the virtual machine needs to be
shut down.
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e Theimpact of the patch upgrade, such as: none, the network will be interrupted
for xx seconds.

e The patch release time, such as: 2020-10-20.

e Patch operations, such as upgrade, retry.

 CheckforSPs ¢ Update Settings

Precautions

1. If the platform can be connected to the Internet or through the network proxy virtual
machine/third-party proxy, the online patch platform address can be accessed, which can be
automatically obtained regularly or the user clicks to immediately obtain the patch
information required by the platform.

2. If the communication mode setting is "Use the SP patch server built by the local data
center", it will be automatically obtained from the patch server or click to obtain it now.

Steps

1. Navigate to System > Service Packs.

2. Click the Update Settings button to set the patch upgrade method.
SP without Update Impact:

e When the patch is upgraded, it has no impact on platform services and virtual
machines.

e Patch upgrade options: automatic upgrade, manual upgrade. After the automatic
upgrade is selected, the patch will be automatically upgraded from o1:00AM-
06:00AM daily.

SP with Update impact:

e When a patch is upgraded, it may affect platform services or virtual machines.
Therefore, the administrator must confirm the impact of the patch and choose a
suitable time for manual upgrade.

e Patch upgrade option: manual upgrade.

3. After configuring the patch upgrade options, click <OK>.

4. Click the Check for SPs button to immediately obtain the patch information required by
the platform.
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Chapter3  Case Study

Use Case: Sangfor HCI Storage

There are two types of storage: local storage and external storage. Disks that come with
nodes having installed Sangfor HCI software are local storage, which cannot be accessed by
other nodes. Only when external storage is added can clustered virtual machines be used.
See Error! Reference source not found. section to add external storage.

Use Case: Virtual Machine

Creating VM
1. Go to Compute, click New and choose Create New Virtual Machine to create a new
virtual machine running Windows Server 2008 OS. For details, refer to
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2. 2.2 Compute section.

Create New Virtual Machine

s

Narme:

&i. Group Default Group v
d Tag Select E]

HA: [+ Migrate Wi to another node if the node fails HA Settings

Datastore YirtualDatastore1 v
Storage Policy: 2_replica ~ @
Run on Nade <Auto= b4
Guest OS5 Selactwhich type of OS to install v

High Priority: [] Guarantee resources for Wi operation and recovery ()

Configuration Advanced
: L High
Standard: o - © Cores: 8 core(s)

Processor 8 core(s)

W iermary 16 GB Virtual Sockets 1 v

o= Disk 1 120 GB Cores Per Socket: g v

Information of the virtual machine that has been created will be displayed as follows:

%2 View by Group v Stst  (JRefiesh (HNew [FINewGroup P Poweron Ml ShutDown ==-More

. .

@ 2 virtual machine(s) giving alert View

[ [ Virtual Machine (42) wetrics: JCECUSW  Node | Throughput | IO Speed | HostResources | Backup | Permissions
{39 2021 intem (5) Status VM Name 1P Address Group GPU Usage WMemory Usage

T Aert WOC. 1R2EN-OVA - Default Group 1 5% —
Alert Ubuntu = Default Group 0% - H
Qon /_ADServer2012 192.168.19.115 Default Group 1 2% - 1
Oon test recover = Default Group ] 5% . €

Qor Email Server - Default Group

Qo __acmp-a646 o Default Group

@ Qor SDW-R-X86-2020-12-29-128G - Default Group

8 Tempiate ) Qo Sangfor_SCP_6.2.0EN(20210120) = Default Group

@0
B acmp_2021-02-17-21-00-11
) Default Group ()

3. Install guest OS.
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e Upload ISO Image

Method 1: Go to Compute > New > Create New Virtual Machine, click Create New
Virtual Machine, and click CD/DVD 1 > Upload from this Local Disk, specify Image File
and Datastore fields, and click Upload from this Local PC to start this operation.

Configuration Advanced

Standard: Low - High CD/DVD Drive:
() Mone

(@) Load 150 image file

E Processor 8 core(s)

W ermory 16 GB
= Disk 1 120 GB
Upload from this Local PC
© coovo Nane
mw ethl Caonnected To: Edgel

& Other Hardwares

® Add Hardware ¥

Method 2: Go to Nodes > Storage > Storage used to run VM(it may be virtual
datastore, local storage, iSCSI storage or FC storage) > More > Manage,

Click Upload to upload ISO image files to datastore.

Refresh Cleanup

[ MName Last Modified

Export_vm

iso

private

Method 3: Go to Compute > New > Create New Virtual Machine, click CD/DVD 1, and
click Browse to enter the Select ISO Image page, and then click Upload ISO Image to
enter the Upload Image file from this local disk to datastore page, click icon and enter
\\IP address of the host in the address bar on the page that pops up and then you may
be required to provide the admin account of that host. After entering the correct
username and password, you get access to the files on that host, find the ISO image file
and upload it to a specific datastore. Click CD/DVD 1 to enter the ISO image file that has
been uploaded in the Load ISO image file field.

Then go to edit VM configurations, click CD/DVD 1 to enter the ISO image file that has
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been uploaded in the Load 1SO image file field, save the changes and go back to the

Compute.
Configuration Advanced
Standard: [ oy Typical High CO/DVD Drive:
(O None
E Processar B core(s) . .
(@ Load 150 image file
W [viemory 16 GB
= Disk 1 120 GB
Upload from this Local FC
O coovo Mane
mm cthi Connected To: Edgel

B Other Hardwares

@ Add Hardware ¥

Click Power On to power on the virtual machine, as shown below:

ORefresh ®New [FINewGroup P Poweron Hl ShutDown =+sMore

Metrics Node Throughput 10 Speed Host Resources Backup Permissions
B Staus VM Name 4 |P Address Group CPU Usage Memory Usage
Qo Email Server Default Group

(5] Console

O or _acmp-a646 Default Group
[> PowerOn
o of SDW-R-X86-2020-12-29-128G Default Group
O
o off Sangfor_SCP_6.2.0EN(20210120) Deiault Group
Take Snapshot
Alert WOC9. 1RZEN-QVA Default Group 1 4% S 25%
(51 Backup
Qon _ADServer2012 Default Group ] 5% - 13%
[ Clone
Alert Ubuntu Default Group 0% - 24%
° Cn test recover £ Eat Default Group ] 5% L] 9%

Summary

T

Backup/CDP Policy

. More

After powering on the virtual machine, click Console to enter VM console and install
operating system and applications.

VM Migration

You may migrate the virtual machines to other nodes or other datastores.
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Cornpute > (Yo Server2012) Summary Snapshot Backup/CDP Permissions Alarms

£ Refresh [ [ shutDown [l Suspend B Take Snapshot  [2] Backup [Z Edit

[=] Console

Power Off
Reset

Throughput ¥ | cFU | Memory | 104

Jour | Last 24 Hours

Clone

Migrate

4Kbps
-

Disk Usage Migrate Across Clusters

8

Migrate to VMware vCenter

CPU Usage

0 «

Memary Usage
93 «

2.2 GHz X 4 core(s) Total: 8 GB Total: 999.99 GB
Free: 582 67 ME Free 82153 GE

Inbound 2 Kbps — Outbound 1.4 Kbps

Click Migrate, specify destination datastore and node, and click OK to start migration

Migrate VM X
o Select Location Type o Specify Dst Location
Migration Type: Run location only

Migrate virtual machines to another node.

© Datastore and run location

Migrate virtual machines to another node and migrate their storage location to another virtual datastore or other storage.

“
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Migrate VM %

o Select Location Type o Specify Dst Location

Current Location Destination Location

Datastore: Datastore: virtualDatastore1 -
Storage Policy: Storage Policy:
Node: Node: =Auto= A

Power on virtual maching when migration is complate

Use Case: Admin Permissions

Administrators are assigned with different permissions to manage virtual machines, virtual
network, storage, etc. Meanwhile, administrators can also manage resources available to
sub administrators.

The following describes how to assign permissions:

Go to System > Administrators and Permissions > Administrators, click Add New Account
to add an administrator account first, as shown below:
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% Sangfor HCI GCompute Networking Storage Reliability @ Health Check.

System > Administators and Permissions e,

B E  Reflesh (D Add New Account NewGroup [/ Move T Delete 45 Login & Password POl | aqministrators and Permissions|  Alerts T ET T

(= @ Adminisirators(2) Usemame Role Description Group Date and Time Health Check

Licensing Tasks Recycle Bin

{8 Defaut Group(2) ~ admin Super Admin . Default Group Cluster Seftings System Diagnostics

test System Admin s Default Group EElbsiplaMRes s Tz
Advanced Setings Service Packs
Customization Tech Support and Download
Corelated Security Service

Port Management

New Account %

Mame:

Description:

Role: System Admin d @
Group: Default Group -
FPassword: @

Confirm Fassword:

System: Administrative permissions on Reliability and System,
excluding Administrators and Permissions, and Log

Export and Cleanup

Fesource
Permissions & Settings
Cluota:

Click Settings to enter the following page as shown below. On the Permissions page,
you may view resources available in the default group of virtual machines, virtual
network, and resources available in virtual storage, then choose desired resource(s)
under Available and assign the corresponding permission on under Selected.
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Resource Permissions & Quota X
Physical Resources Virtual Resources Resource Quota
(0 By default, no resource is selected. You can create a resource group for Administrators or select resources from the resource pool.
Available Selected
Asset Asset Permissions Remove
: Virtual Storage
g 192.200.19.18/local
g 192.200.19.19/1ocal
------ £= virualDatastore1
(- Physical Disk

Permissions:

(permissions on Home, Storage, Modes and VM list in Compute)

Resource Permissions & Quota x
Physical Resources Virtual Resources Resource Quota
(0 By default, no resource is selected. You can create a resource group for Administrators or select resources from the resource pool.
Available Selected
Asset Asset Permissions Remove
|_——_| Virtual machine
- 2021 Intern
Exd Admin PC
- BS
a8 JH
G m
- Is
-
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Click Resource Quota to enter the following page, you may assign a maximum of 10
cores for powered-on VMs, allocate a maximum of 20GB memory for powered-on VMs,
and specify 200GB as the maximum disk size for all the VMs.

Resource Permissions & Quota

Physical Resources Virtual Resources Resource Quota

CPU: © unlimited

Max cores for powered-on VM(s)

core(s)
Memory: © Unlimited
Max memaory for powered-on VM(s)
GB
Storage: © Uniimited
Max disk size for all the VM(s)
GB

Mote: The above resource quotas are applied only to virtual machines created by this Administrator but not applied to virtual machines created by
any other Administrator which are managed by this Administrator.

Accounts can be assigned with different permissions on virtual machines and virtual
network.

Administrators Permissions

£ Refresh

O Name Description Edit

Adrmin All perrissions

Deploy virtual machine Deplay virtual machine
Read-only permission Read-only permission
No permission
[ vM administration Use virtual machines [

[0 Network administration Use netwaork functions [
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