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PART 1

Basic Elements of High Availability
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Il | Contirol Link

The control link is in charge for synchronizing heartbeat packets, which include

&=

configuration and status information. Both remote and local sides have to appoint the

same interface for control link interface. Conftrol link is a mandatory setfting which

cannot be ignored.

System

HA Bolicy

Made

Device Name

& HA Policy Settings

Control Link @)

Oiata Link @

Mirtor Mode (D

High Availability Group 0
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| Control Link S SANGFOR

=

By default, a hello message is sent every 1000 ms. If more than 3 consecutive hello
messages are not received by the other side, it is considered that the remote NSF has
encountered a failure. Users can modify default settings in the advanced settings page.

Advanced

Virfual MAS Prafiy DO:BOSE

Hello Packel Intsmnal 1000 s
Halia Packet Thresnold 3

DEPF Cost 10000

BGR Cost 100

RIF Cost

Gratuiious AR Ps Sent 10

Cotidgown Time 300 sers (D
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Il | Data Link

ﬁ NGFOR
- SA

Data link is in charge for synchronizing sessions, which is an optional setting. If you don’t
configure data link, conftrol link will take over for synchronizing sessions. If data link is
configured, it will represent control link for synchronizing heart-beats packets, only as

conftrol link fails.

< | HA Policy Settings

HA Policy: Enable

Muode: O Active/Standby Active/Active

Device Mame: SANGFOR Network Secure

Control Link G- Select Local Select Peer [ +]

Data Link@: eth1 Local 192.168.1.2 Peer [ +]
.

Mirror Mode @ Enable

Advanced: Setlings
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[l | Interface Monitoring &> SANGFOR

-—
Interface monitoring is used to monitor the status of interfaces. An interface is b
considered to be in a "failure” state when it is either unplugged or in disabled status. The
interface monitoring object can monitor multiple interfaces. If the trigger type is set to

"All fail”, the inferface monitoring object become a "failure” status only when all the
interfaces fail. If the trigger type is set to "One fails’, the interface monitoring object
become a "failure” status as long as one of the interfaces fails..

Add Monitored Object
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| Link Monitoring S SANGFOR

The link monitoring object is used for monitoring uplink and downlink devices. If uplink or
downlink device suffer failure, the link monitoring object will become "failure” state. The link
monitoring group can monitor multiple link monitoring objects. If the trigger type is set to "All
fail", link monitoring object enters a "failure” status only when all the link monitoring objects fail.

If the trigger type is set to "One fails”, the link monitoring enters a "failure” status as long as one
of the link monitoring objects fails.

Add Monitered Object
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i | Link Monitoring S SANGFOR

N
When you want to monitor link objects in high availability settings, it is necessary to

configure link state detection in advance. The path is Objects > Link State Detection. In this
page you can select expected types of detection, such as ARP Probe, DNS Lookup, Ping
and BFD.

[ Bdd Cink State Detection ] x
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| Virtual IP S SANGFOR

N
If an IP needs to be synchronized between active and standby NSF and forward business

traffic, it is called the virtual IP. Compared to a real IP, the virtual IP is synchronized from
active to standby NSF and only issued by the active NSF, rather than the standby NSF.
When switchover occurs between active and standby NSF, the latest active NSF will issue
the virtual IP.

Add Virtual IP Address

Imerface
Virual MAC Enable
Virtual IP (Enter at laast one virtual IP that does net confict with the real P of the standoy node

Virtual IPvdNetmask

Viriual IPviPrefix Lengin Cine viriual IPvE addressiprefls length per now

Caﬂ-:il
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| Vitual MAC S SANGFOR

-
When active and standby NSF perform a switchover, the latest active NSF sends gratuitous ARP

packets to uplink and downlink devices to noftify them of the MAC address. Since NIC MAC address
(called real MAC address) in active and standby NSF is different. Either real MAC address or virtual
MAC forwards traffic. When uplink and downlink devices receive gratuitous ARP, their MAC address
table will refresh. Virtual MAC is born with virtual IP, while both in active and standby NSF, virtual MAC is
same. To some extent virtual MAC address will be more efficient than real MAC address during
switchover since to uplink and downlink devices the MAC address table will not be changed.

Add Virtual IP Address

Wirtual IP (Enter 2t least one wnual [P na! S fot confct wil he 1t P of ne Slandby noda

VinusHPvdMetmass
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Il | Virtual MAC 3 SANGFOR

Vitrual MAC can be generated automatically, while users are able to check or modify
default prefix of virtual MAC.

Advanced
Wirtual MAC Prefix || o0:00:5E
Hello Packet intarval 1000 ms
Halo Facket Threshold: 3
OSPF Cost 10000
BGP Cost: 100
RIF Cost; 15
Gratuitous ARPSs Sent 10
Cooldown Time: 300 secs (3
Save Cancel
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| Group 0 and Group 1 S SANGFOR

Either group O or 1 represents a set of high availability. In active/standby mode, only group
O can be seen since there is only one set of high availability. Only in active/active as well
as layer-3 mode, there are two sets of high availability, requiring two NSF respectively act
as active node and standby node in two groups to forward business traffic. Therefore, only
the active/active as well as layer-3 mode has group 0 and group 1.

¢ HA Policy Settings & HA Policy Settings
Era
hio 4 lan
H D HNIEAS
Loca nel - Fee 0 Coorrirpd Lani (f 1 = Local S = Pea
Dt Lini ) £ - Loca . Pog (4] Dt Lol L Local = L] = Feer
o e D Ensnie Largwr 2 & natie
VANt HA T b
F s
Group O
MERLIE T
L — ¥ Crepiiipioon e
F @ Fraamtic Enatie 00
e alee Enane
Virual B° Addresses
$4-21
Al T Rafnigh
. [+ L T Riate
Interrface Mirtuat 1PN Wirns WAl Coaraton
Intertaie Virtiial IR sRmass Wirtual MAS Giparaton
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[l | Link Aggregation S SANGFOR

=

B Link aggregation is mainly used in the active/active as well as layer-2 mode scenario, where link aggregation is
performed on the uplink and downlink devices and traffic exists inconsistent path. After enabling this feature,
each NSF will automatically generate identifier (either O or 1) in backend. This identifier is not visible on the web
page.

B All traffic passing through the interfaces of the internal and external network areas in the NSF link aggregation
configuration will be processed by an algorithm based on the source or destination IP addresses. The algorithm
determines whether the computed value is O or 1, and forwards the corresponding data packet to specific NSF
by corresponding identifier (e.qg., if the computed value is 0, the data will be forwarded to the NSF with the

identifier O).
¢ | HA Policy Settings
[ Link Aggregation
HAPolicy
MWode Actve/Standhy 0 ActivelActive
Device Name: HO-NGAF
Contrel Link & gthE - Lacal 17216985
Data Link (@ Optional - Local Selecl
Layer 2 Mode ® Enabie

HA Traffic: Enable @ /
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| Link Aggregation & SANGFOR

-

The work flow is as below:

Step(D) : Client traffic accessing the server passes through Activel device. Activel performs detection by hash
algorithm. Once the detection is completed, the data packet is forwarded from Activel to the server.

Step(2) : The server returns the data packet, which arrives at Active0 by link aggregation.

Step(3) : Active 0 calculates the hash algorithm to determine it needs to be further checked by Activel. Same

destination address yields the same calculation result as before, the data packet is forwarded to Activel via the
data link.

Active0
s
- \E ,
7
! _
Control  Ddta Mg Client
Lirk Jiir'g( Link ™,
Step@ [ - e i i
| - T ’Etep(&) /
v S /
~N& /
4 /
i /
» —— /
Activel —
“Step®
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Il | HA Traffic ; SANGFOR

HA traffic function is only used for asymmetric traffic occasion, if not, there is no need to turn it on

since this function will consume extra performance. HA traffic function is only applicable to

below 2 deployment scenarios.

B Scenario 1: Active/Active with Virtual Wire Mode as well as enabling link aggregation
function(if link aggregation function is not enabled, HA traffic will not take effect);

B Scenario 2. Active/Active with Layer-3 Mode;
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Il | HA Traffic S SANGFOR

B The function is used for scenarios in which the uplink and downlink devices act as layer-3 devices:‘B'esides
there exists inconsistent traffic when NSF are deployed active/active with layer-3 or active/active with virtual
wire mode. “HA Traffic” feature needs to be enabled.

B After enabling thigl |
some are sent to

h algorithm
res that all

£  HA Palicy Settings

packets in one flo—— rk connectivity
and ineffective sci i . @ fems
B Once the peer N S S e [ 5 e [ o Jatalink
interface, and thdl | e downlink and
uplink device's loyl — jevice. This
helps prevent net i —
100
L+ o
m cw
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| HA Traffic S SANGFOR

The specific workflow when enabling both link aggregation and HA traffic features in active/active with virtual wire
mode is as follows:

Step(D) : Client traffic accessing the server goes through Active 1. Active 1 performs detection by hash algorithm on
the traffic, and upon completion of the detection, forwards it to the server.

Step(2) : The server returns the traffic, which reaches Active 0.

Step(®) : Active 0 applies the hash algorithm to determine that Active 1 should perform the detection (calculating
the same result for the same address). It forwards the packets to Active 1 through the data link.

Step(®) : After receiving the packets, Active 1 completes the detection and forwards them back to Active 0 through

the data link.
Step(®) : Active 0 returns the packets to the client..
Step(@
o ST O - - - Active0
- -~ Bl ~ a
7 : R E i e ~
F 4 271 1 \ ~
Server ' 1D S T~ Step®
P Contral I;}q!n I =~ e - Client
(3€) Link Ling
' 7 -
% & | Step® “m
A | step@ | /
: L /
y | /
\\ | — T— — — /
o —. = Activel T — o
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Jll | Synchronization Objects s SANGFOR

You are able to edit synchronization objects in the setfting of *Auto Sync”, and currently there is only
sessions which can be selected.

Auto Sync Settings

Objects: Sessinns (D)
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Il | Synchronization Objects S SANGFOR

=

Sessions are synchronized by data link intferface in usual, and if there is no data link,
which can be synchronized by control link interface. There are several types of
synchronization methods, they are respectively as below.

Real-time synchronization This mainly contains sessions and is friggered as session establishment, deletion,
modification and adding.

Manual synchronization You are able to trigger it manually in web panel.
Scheduled synchronization In backend, there exists scheduled synchronization from one NSf to another.
Full synchronization This always happened when suffered switchover.
Note:

B As for parent-child link in the process of session synchronization, such as control
channel and data channel in FTP application, parent link will be synchronized
firstly and then child link.

B There are some exception which are not synchronized, such as local host sessions,
sessions of ICMP, and deleted sessions when interfaces turned down.
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| Negotiation Principle S SANGFOR

B After both NSF have been configured control link and data link interfaces, *Hello” packet
determine which one is active and which one is standby.

B After negofiation process finishes, active NSF will synchronize configuration information, such
as business configuration, interfaces configuration etc. to standby NSF.

B If new configuration is executed in active NSF, it will automatically synchronize to standby
one, however there is no chance to delivery configuration in reverse process.

Sync Logs

pispelitate Syne comoleted.
synchtartTine:  2004-25-94 11iS %
o ITEmes 1 NI BN-RE TR IF 4

ulE i metwork SEaRE L Byt o Ieted rage

uielime,
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| Switchover Indicator S SANGFOR

High availability switchover depends on a serial of elements, such as proactive preemption,
device failure value, monitoring objects failure value, configuration priority, and real-time priority.
Details of switchover delay can be referred as below.

Cause of Switchover Switchover Delay

Modify NSF priority in proactive preemption 1 heartbeat cycle
mode
Break down of monitoring interfaces no delay
Link monitoring detection failure no delay
NSF power off or whole NSF break down 3 heartbeats cycle

B sSongfor Technologies Page 21



| switchover Elements @ SANGFOR

Configuration Priority:
Configure in web panel

System

< HA Policy Settings

HA Policy Enabie
Mode © ActiverStandsy ActiveiActive
Device Name HO-NGAF
Control Link @ gths - Local $72.16.00.5 - Pegr 172.16.986 O
Data Link (@ &né - Local 17216885 v Peer 172165986 [+]
Mirror Mode & Enable
Advanced Seltings
Group 0
Description ptiona
I Friarity 200

Proactive Preamplion Enabis

Monitored Cioject Management Manage

Monitored Object & Select {ophona 4
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Il | Switchover Elements S SANGFOR

B Device failure value and monitoring objects failure value -

By default the failure value of interface monitoring and link monitoring are 255 and device
failure value is 0. Either interface monitoring or link monitoring happened to failure, device
failure value will increase from default O to 255.

B Real-time Priority

Real-time priority = configuration priority - device failure value

Note: The minimal value of real-time priority is “0”, and never be a negative number. For
example if configuration priority is 100, and currently device failure value is 255, real-time priority
value then is “0”

B Proactive Preemption

Group 0
Description: Optional
Prigrity 200
Proactive Preemplion: Enable
Freemption Delay 300
Monitored Chject Management Manage

Monitored Chiect (i select (ophona
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JXuwA Types of High Availability
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Il | Active/Standby Mode S SANGFOR

Only active NSF forwards traffic, standby NSF doesn’t in Active/Standby mode. Only
active NSF will issue virtual IP to uplink and downlink devices. When active NSF suffers
failure, there will tfrigger switchover, and then virtual IP will be issued by latest active
NSF. The configuration cannot be edited once NSF is elected as standby role.
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| Active/Standby with Mirror Mode S SANGFOR

The real IP forwards traffic replacing virtual IP, when compared with Active/Standby
mode. Except from OOBM interface, control link interface and data link interface,
the rest interfaces information will be synchronized from active NSF to standby NSF,
includina MAC addresses.

Physical Interfaces Subinterfaces VLAN Interfac

# | HA Policy Settings

C* Refresh HA Policy Enable
non Kooe O ActiverStandby AttivelActive
Interface Mama TeAaN Aftribute Tyt
Device Mame: HO-NGAF
ethD « OOBM @ No Lay =
Lranirol tinkts) &ths - Local 17218995 - Peer 17216806 4]
aihi IE:] Yes Lay Data Link @ ethd - Local 17216885 o Pegr 172188936 4]
[l'rllrrﬁ' Mode @ Enabie ]
T Nao Las Agvanced Saltings
Group 0
No Lay
L] No Lay Description
Priprity 200
aths Iﬁ No Lay Proactve Presmption Enabia
B not
Mondored Object Management Manage
@ [ Na a
Monitcred Object @ Select (optiona -
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| Active/Active with Virtual Wire Mode g SANGFOR

There is no group O nor group 1 in Active/Active with layer-2 mode. If there exists
inconsistent traffic, you are required to turn on “Link Aggregation” function to
guarantee normal forwarding.

< | HA Policy Settings

x [ Link Aggregation

HAPolicy:
o

Device Mame:

Cantrol Link{E:

Diata Link @)

Layer 2 Mode (@:

HA Tramic.

~

Requirements

1. HA policy is enabled
2 The HA mode is active/active and Layer 2 mode is enabled
3 Dala sync interface s configured

4 Alleast 2 available Layer-2 inlerfaces are required

\ /
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lll| Active/Active with Layer-3 Mode S SANGFOR
Active/Active with layer-3 mode is mainly used for scenario that one NSF undertakes
too much due to large size of traffic, requiring another NSF to load balance. In this

mode, both NSF forward traffic as well as behave the relation between active and
backup in different group.

Active in group 0 Standby in group O

Standby in gr _ Active in group |
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JVUER Case Study of High Availability
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| Case 1: Active/Standby with Mirror Mode S SANGFOR

A customer now purchase 2 NSF to deploy current network and require NSF provide

high availability. Below is the overall topology.

Active |,  Route Mode Standby

eth5

ethé

X]
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| Case 1: Active/Standby with Mirror Mode < sANGFoR

In expected active NSF, configure network and interfaces(ignore security policy and
deployment related)

Edit Physical Interface *®
Edit Physical inte
Edit Physical Interface » Basies
Bssics  Edit Physical interface x S —- e
e Basics Mo Status 0 Enatipe Datioa
Staks i vl gnd BTar Desergsan
s © Eravec B Destription Tree Laer 3 .
athi [ Yes Layer 3 Intermat Static IPv4/Static IPvE 172.168 60122124 Full-duplex 1000Mbps 150011500 + Et
eth2 o Mo Layer3 LAN Siatic IPva/Siatic 1IPvE 192.168.77. 2124 Full-duptex 1000Mbps 150011500 Ed
Pd Pd (L2 Aduartba 1P P il Wiocs - 1
[Pod MITLE S in)
P A55s (i B - o iP Agsignment
Pl MTH) 1] a
P MT 1500
k- - Regiore Datauns
o 00 F R hl Eramis
WAL ADoress ot a7 20 2 Aesicre Dolauls
Lnk Bangwiath.  Outbound 1000 MEps - Inbouna 4000 LR -
Link Bancwaamn Gugboung: 3000 X523 - nboung 100D MEps -

Link Banawad

Lisk Banowiath “m“.‘ﬂ'm.m Service

Management Service Aliow weEEUl [ PiNG swe [ saH
Manageme

n
ail p— s S Management Ser

Alow i
Al h DA il rreas D Bl =on
“ :J-':Q:
[+
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Il | Case 1: Active/Standby with Mirror Mode

In expected standby NSF, configure network and interfaces.

Edit Physical Interface ® Edit Physical Interface *
Basies Basics
Name gins Name eths
Status O Enaticg Disabled Status O Enaties Disatied
Descriphion | Orphional Drescriphon Ciptional
Type Layer 3 - Typa Layar 3 -
Zone Control-Link - Zone Data-Link b d
Basic Altriutes WAN atinbute Basx Aftributes: WAN DUt
Reverss Aouting (0 Enabled Renvirse Routing (D Enabied
P4 B Advanced [Pyd IPvE Advanced
P Assgnment Q) Siate oHCP PPPRE [P Assignment D Stabe DHCP PPPRE
Statc IP 172,16 90.8/24 [H] Static 1P 172.46.90.6124 D
Default Gateway Default Cateway
Link Bangwicinn  Outbound 1000 Mbps - Inboung | 1000 Wops - Link Bangwidin:  Ouiboung 1000 Mops - inboung 1000 Mtps -
Management Service Management Service
Alieryy WEBLI PING SNME 254 Aligw WEBUI FING SUNP S5H
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| Case 1: Active/Standby with Mirror Mode

In expected active NSF, configure setting of high availability.

& | HA Policy Settings

HA Palicy Enatie u y
Monitored Object Management
Made O Actverstandoy Acth
Dewica MNama! HO-NGAF
Contred Link{@ gths o
Data Link (B G - Interface Monitoning Link Monitonng
Mirror Mode (T2
O Add | (& Refrash
Affvanies Settings
Groug Name Inferface Failure Trigger Cperation
Group 0
business interface et eth2 Cne fails Edit Delete
Descripton Cpliona.
Proacing Preemption Enabiz

SEiatt (O

Maritersd Object D ¥ tepticnal)

Save Cancet
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| Case 1: Active/Standby with Mirror Mode

In expected standby NSF, configure setting of high availability.

<  HA Policy Settings

HA Polity Enable
Made: QO ActiverStandny ActivelActive
Device Nams MNSF
Caontrol Link (@) aths Lacal 172.16:.996 . Peer 17216045
Data Link @D ethé Local 172.16986 - Peer 17216985
Mirror Mode @ Enable
Advanced: Settings
Group 0
Description Cotional
Proactive Preemplion Enable
Secs
Konilored Obect Management Manage
Maonitored Otiect ® Select (optional

L]
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Il | Case 1: Active/Standby with Mirror Mode < sANGFoR

After high availability is established successtully, it will display below status.

High Availability

| fresh Mirrer M foeat : Normal =
£ Settings C Refres Made Mirrar haode Heaiinea! Status. Novmal (D) This ndde:s in secondary sync roleand configuratioha cannot be changed via i

High Availability
| Group 0 Status- Active | £} serbngs € Refresh Wode Mirmor Mode Hearbeat Siatus Noma
Swiich to Stancby (D E
A s

Manage Peer Device

Local Device Infarmation I Group 0-Status: Passive I Group 0 Status: Aclive
e o QD
Device Nams HO-NGAF -
Control Link £ms
Control Link 1 )
Active NSF Local Device Information [EZIT)
Data Link ES
Data Link 1 Devvice Name NSF
Motdored Intartace Status. - Eontrol Link eths
Mamber inferface Statue - Controd Link 1
Standby NSF
Uptime After Swilthover, Odaysshrs 21 ming View Bastnover Information Crata Link gths
Drata Link 1

Mordored Inferface Status: -
lgmber Inferface Status

Wiptime After Switchover: 0 gaysS.nrs 10 mins Vit Switthover Infarmation
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| Case 2: Active/Standby Mode S SANGFOR

A customer’s internal network is based on VRRP protocol, now customer purchased 2
NSF to deploy current network and require NSF provide high availability. Below is the
overall topology.

Route Mode

eth5

B sSongfor Technologies



[l | Case 2: Active/Standby Mode & SANGFOR

In expected active NSF, configure network and interfaces(ignore security policy and
deployment related)

Edit |Edit Physical Interface x
Edit | Edit Physical Interface x
Ba Basics
Basics
B Na  Nams emi
Mg MR i g3 Salus 0O Eratied Cusabied
g Sulus 0O Enatien Disatied
Ded  Cw@scription Cotional
Be  Desriohon ~. Type Layer 3 =
ath1 o Yes Layer3 Internat Static IPvarStatic IPVG 172.168.60.122124 Full-guplesx. 1000Mbps 15001500 o Edit
ath2 o No Layer3 LAN Siatic IPva/Static 1IPVE 192 168.77 2124 Full-duptex 1000Mbps 15001500 « Edit
IPva ] Adyangd == o e o]
Link Moo = @

Link hioog * (D N

(B T 1500 @ Ryl MTY 1800 @

Wl T e P MTU 1500

MAC Agdress fo.4c 18 5738 28 Resttrs Detauls e isdeaincin it i
HY O UekBanowistt  Outbouns | 1000 Mz = Inbodnd 1000 MBes - L LmkBangwiotn  Cutnoung 1000 Mogs * o lnbound 1000 Ibos -
M Managemant Service Ma Managemant Sarvice
A Ao & wesly PING SNP S8H L. Al B weel FING ShE Sy

T —
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| Case 2: Active/Standby Mode

In expected standby NSF, configure network and interfaces.

Edit Physical Interface 4 Edit Physical Interface b4
Basics Basics
Hame ging MName aths
Stadus O Enavisg Disabled Satus O Enabea Disanisd
Descriphion | Opbional Drescriphon Ciptional
Type Layer 3 - Typa Layar 3 -
{’j ethi - Yes Layer3  Inlemnet Static IPv4/Stat 17216860 123724  Full-duplex 1000Mbps 1500/1500
=Rt _'T.-\-__.'\-.-_.-:!' ol
ethl @ No Layer 3 LAN Static IPv4/5tah 192.168.77.324 Fuil-duplex 1000Mbps 1500/1500
SR O-TREQ oA T CHN
Siatc 1P, 1721600624 [H] Static IP 172.46.906/24 @
Default Gateway Default Cateway
Link Bangwidin, Outbound 1000 Mbps s intoung | 1000 Mops > Link Bandwidth:  Quibqung 1000 Meoos - Inbound . 1000 Mogps ¥
Management Service Management Service
Alieryy WEBLI PING SNME 254 Aligw WEBUI FING SUNP S5H

OK Cantel “ Cancel

v
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| Case 2: Active/Standby Mode < sANGFOR

In expected active NSF, configure setting of high availability.

< | HA Policy Settings

HA Policy
Mode Monitored Object Management X
Device Name & -
Centrol Link &)
Data Link Interface Monitoring Link Monitoring
Mirror Mode (&
© Add | C' Refresh
Agvansed
Group Name Interface Failure Trigger Operation
Group 0
business interface eth,eth2 Cne fails Edit Delete
Descrption
Prionty;
Proacive Pres
Virtual IP Addi
O aos |
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| Case 2: Active/Standby Mode < sANGFOR
In expected standby NSF, configure setting of high availability.

£ | HA Policy Settings

ERE Monitored Object Management
Wode
=
Device Name
Control Link(@); = e 3 e
Interface Manitoring Link Monitoring
Data Link (&
fresn
Wirtar Mode (3 WA C Reves
Agvanced: Group Name Interface Failure Trigger Cperation
& business interface eth1 eth2 Cne fails Edit Delete
roup 0
Diescription;
Fnosity

Proactie Préemption

Wirual [P Agdresees

QA |

Intarface
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| Case 2: Active/Standby Mode

The successful high availability status is shown as below.

SANGFOR

High Availability
1) [Thes noce i in socendary syne (o 2 confgutations cannol b changsd va @ I
£ seings | (¥ Refesh IiocE AL e/ Sianchy Hgartoent Stats Normal =
High Availability
Ly semngs | O Refresh | ModeActive/Stanady Heartoeat Status: Narmal

Greup 0 sutm Qroup i Y
m Swaizh to Stanaby (B / :
L ;
A gy D A Siahd

Local Device information [0

Manage Foer Deice

Gtoup ns: Group 0 Status’ Active
s wans QEIED

Divicw Mame HO-NGAF
Conirol Link s
Cantrol Link 1: F Local Device Information
Diata Link s Active NSF Device Name NSE
Drata Link . Cigmntrod Lk eths
Mardored interface Stafuss Hormal Control Link 1- " Stanéby NSF
Member interface Status: - Diata Link: Lin]
Liotimé After Swilchaver O Qi 0198 5 mind Vidw Safchoner Infemabaon Digea Link 1
Monitored Inferface Status:  Nommal
Sync Options Member Interface Stajus.
Cument Cevice Rok: ALt Controler i Uptene Aftec Switthooer  Doaps 0hes § ming View Suiihover infmaton
Auts Sync () 1 Semngs
Sync Cptions
Syne taowiD) | SmcNew Vs Logs
Current Davics Roke: Fassie coniroker
Auta Syne @ ¢ Semtngs
Syne Nowil : Syme Now  View Logs
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llll| Case 3: Active/Active with Layer-3 Mode S SANGFOR

A customer purchase 2 NSF to be deployed in egress of enterprise network and they
require to achieve active/active mode for traffic load balance, besides downlink core

switches is based on VRRP protocol.

ethl Route Mode ethl
, eths = Standby in group 0
— Active in group 1

Active in group 0
Standby in group 1
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| Case 3: Active/Active with Layer-3 Mode

The first NSF business and high availability interfaces are configured as below.

Edit Physical Interface

Basics

Kame eths

Status: © Eranicn
Mo, -

eth2 =y No

1Pl Pl Advanced
La hioge

Pvd MTU 1500

1P MTU 1500

Jumiba Frame ()
MAC Agaress fo fc te 57 38 2n

Link Bandwiain Cutooung 1000

Management Senvice

Ao WEBLI PING

(=]

X Edit Physical Iandiii i’hyul:al Interface
Basics
x Basics
AT
Mame einé
Status
Status O Enabizd Disatied
| Descrption
| = Descnpbon i
. :I;E . a
Static 1Pv4/Static IPvE 172.168.60.122r24 Full-guptex 1000Mbps 150071500
Siatic 1Pva/Static |1PvE 192.168.77.2124 Full-duptex 1000Mbps 15001500
(=%
[Py IPE Advanced
iP Asgignnme:
Lirik Mage
[Pye T 1500
[P AT 1500
MAC Aggress fefcfa:af 3848
i Link Bardwiath
v Link Bantwidth.  Oigpoung: 1000 Mops - Indcamnd | 1000
Management 54
Al Management Service
el Al wesll B PING SNMP S84

Cancal
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| Case 3: Active/Active with Layer-3 Mode < sANGFoR

It is necessary to configure link state propagation.

Physical Interfaces Subinterfaces VLAN Interfaces Aggregate Interfaces Local Loopback Interfaces GRE Tunnels Link State Propagation
Enabile link state propagabon
O sad ™ Refrash
Physical inteffaces 3  Operation

athi, eth2 Edt Dalste
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| Case 3: Active/Active with Layer-3 Mode
In first NSF, configure setting of high availability.

< | HA Policy Settings

1A Policy —-—
FUAEoleY Group 0  Group 1
Mode
Device Nama: Description: Oplicnal
Control Link® Prigrity 2A0
Proactive Preemption: Enatle
Data Link{®
Preemption Delay. 3
Layer 2 Mode!
VWirual IP Addresses
HA Traffic
O and ( Refresn
Advanced
Interfzce Virtual IPMNelmask
eint 172,163 8012124
ein2 192.168.77.124
Manitored Coject Management Manage

Mantiored Object @

l tusiness imerface I

Group 0 Group 1

Destrplion Optiona

Proactive Preemplion Enatle

Preemption Delay 3

Virtual 1P Agdresses

Q) Add ' Refrésn

Intesface Virtual IP/Netmask
et 1721638 60124724
einz 162 180.77 4724

Monitored Ohyect Maragement: Manage

Monstored Object (@

business interface

Total, 2

Seanch

Virtual MAC

00-00-5e-80-00-01

00-00-5e-00-00-02

Cparation
Edit Delate
Edit Celate

30 To Page: 1
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| Case 3: Active/Active with Layer-3 Mode

The second NSF business and high availability interfaces are configured as below.

&

Hal
hMaod
Dev
Con
Dat:
Lay
HA®

Adw

Group 0 IGmup 1

Description Optienal

Prioaty 100

Proactive Preemplion ﬂ Enabls

Praemplion Delay 3

Virtual IP Addresses

O Add O Refresh

Interface Virtual IPMNet
ethi 172.16860.%
eth2 192 168.77 .1/

Monitcred Cbject Management Manage

Monitered Object (D

business interface

Group O Groug 1

Descnpbon

Prigrty

Proactive Freemation
Preamahon Delay

Virtual IP Agoresses

Crpliona
ﬁ Enabile
3

O Add ™ Refrezn
Intedace Virtual IPNetmask
atht 17215860, 124/24
eth2 192168 TT424
Montored Shiect Managerment Manage

Monitored Obgect@

business interface

Saoarch

Virtual MAC

00-00-5e-00-00-01

00-00-5e-50-00-02

s SANGFOR

seLs
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| Case 3: Active/Active with Layer-3 Mode SANGFOR

The successful high availability status is shown as below.

High Availability

High Availability

£ setings * Refresn IModeActivalALiive Heartbeat Status: Mormat
£} Settngs O Refresh | Mode Actvelgtve Heariteal Status: Nermal

Group O Status Active Manage Pesr Device

Switth to Stanaby (D Group 0 Status Passive Group O Status-Active
Group 1 States: Passive 1 -Act "
- G 1 StV & . Group 1 Status Passive
& o e Switeh to Standey @ e " Poar Device

HA Status HA Status: ?-crlrl];ﬂ

Local Device Information
Local Device Information |51 "0

Deidice Name HO-NGAF

Sonro! Linkc s First NSF Device Name: NSF

Caontrsl Link 11 Gonirel Link &g Second NSF
Diata Link &ins Contral Link 1

Data Link 1 Diata Link: eihd

Monitored Interface Status: Normal Diata Link 1

Meamber inferfaea Statis” - Iandored interface Status: Nomal

Uptime After Switchower  O-days O hws 7 ming \Vigw Switchover mfarmation Member Inferfale Siatus

Uptme Aler Switchover, 0 days 0 hes 8 ming View Swilchover informabon

sync Options
Gurrent Device Rolke Active controlied Sync Opticns
Auto Syne (D ¢ Seftings Current Device Role: Passie controtisr = i
Syne Now @ Sync Now  View Logs Auto Syne @) : Sattings
Synt Now(l) Sync Now  \iaw Logs
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Il | Case 4: Active/Active with Virtual Wire Mode &> SANGFOR

N
A customer’s internal is connected by link aggregation from core switch to router. Now
they purchase 2 NSF to be deployed in virtual wire mode between router and switch.
Besides, 2 NSF need to work as active/active high availability mode. Given that there
probably exists inconsistent business traffic in this fopology, for 2 NSF it is necessary to
configure link aggregation function.

ROUTER
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llll| Case 4: Active/Active with Virtual Wire Mode S SANGFOR

N
In expected active controller NSF, business and high availability interfaces are configured
as below.

Edit Physical Interface X
Edit Physical Interface Edit Physical In Edit Physical In
Basics
Basics Basics Basics
Mame )i
e e i Name
K A i Status O Erazisa Cisabsen
Sty O Enazied Stanis Status
Destripiion Optonal
Descriph
_ eth2 ‘o Yes Virual wire  Virtual_untrust A - = Fuli-duplex 1000Mbps 150001500 Edit
Ty
L0
n— eih3 EEI Mo Virtual wirg Vintual_untrust_ A - - Full-dupiex 1000Mbps 15001500 « Edi
Reyaits
Py [PYE Agvant &g
Pvd Bvé Agvanted Bvd =
[Passgament ) Siabic Lk Mose - D
P Assgameant it T IF Assignme
clheie 18vA MTU 1500 0]
Stat [P it T
Pva MTU IPVE MTU 1500
I T Jumbo Frame (]
St Ceban RENGRFD MAC Agdress fote fe 8 83:43 Restore Defauts
MAT Addres
Link Banowitn. Duibound. 1000 Link Bandwidth. Cutbound 1000 Mbps * Inboung 1000 Mugs -
- Link Bandwiath
Link Sandwidth
Management Service Management Service
" - Management S
anagement §
Abiow WEBUI Bt a8 Allow WEBLI FING SHMP 554

AW
Al

0K Cance
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| Case 4: Active/Active with Virtual Wire Mode @ SANGFOR

In expected passive controller NSF, business and high availability interfaces are
configured as below.

s
Edit Physical Interface it Phycaliacacs Edit Physical Interface =
Edit Physical Interface x
Basics B Basics
. . Basies
- Mama: Bhs
MNama gihs Nama eihd
Nami et
- States © Enabied (0]
Status O Enadled Status O Enatied Disabled
Status © Enabied Cisabied
Diese niption | Petona
Descrigbon Oeserpten ’— Opliana ==
. Ties Layes 3 Bescagtion |
TyDa Layer3 Type Layer 3
Type Layer 3 .
= Zone Confrol-tink
Zong. Cantrol-Link Zong Diata-Link .
Zore: Data-Link L
Basic Affributes: WAN atinbute
Basic Afrifutes AN atirioul Basic Altrbutes: WaAN atiribute . ens ,
o Reverse Routing (D) Enabiad Bass Altrbutes WAN attnbute
Revarss Routing I Enabied Reverse Routing @ Enabed =
Reverse Routng il Enatilaa
IPvd PV Advanced
Prod PG Advante —— |Pud 1P AvaNnG
e e IPva 1Py Agvantad
= et Lk Mode
P Assgnment ) Stabe P Assgnment € Sate DHCP
(P MTU 4500 Lk hoce *
Siatic 1P e = Static P 1721608 iPva MTU 1500 o
Jumba Frame D 1PV MTU 1500
Defaull Gatew MAC Addrece fecfefeTo 7380 Defauft Gateway Jumbe Frama (D
MAL Address: forfefenbibec 43 Resiore Delaults
Link Banowidtn:  Outbound 1000 Lok Banduadin.  Dutbound 1000 i T
o Qutogun e Link Banawidih.  Outbound | 1000 Mbps
Link Bangwigin Oumoung 1000 Mnps - inbound 1000 Mbps -
: Managemeant Service
Management Service Management Service
- - S WEEU M FING Management Service
Alserw & wesuyl F Alicw NEBLI FING sh

Aligw WESLI PING SNIP S84

0K Cancal
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| Case 4: Active/Active with Virtual Wire Mode

S SANGFOR

e
In expected active controller NSF, business and high availability interfaces are configured
as below.
: . Link A ti
¢ | HA Policy Settings Eroum :
Engble
LAN Intarfaces (&
HA Palicy Enable
O Asd
Mode: Active/Standby Local inerface Peer Intarface Opesation
Device Name: HO-NGAF = = 2
Control Link®: eths 172.16.99.6 (4]
Data Link®; ethé 172,165.92.6 (4]
Layer 2 Mode® Enable
AN Interfaces (0
HA Traffic: [ Enabie @ | © s
Link Aggregation @ Settings Local inerface Fear interface Operation
#ih2 &n2 -l
B sSongfor Technologies Page 51 8




| Case 4: Active/Active with Virtual Wire Mode S SANGFOR

=

In expected passive controller NSF, business and high availability interfaces are
configured as below.

< | HA Policy Settings

HA Policy Enable

ode: ActiverStandby 0 ActvelActive

Device Name: MNSF

Control Link @ etns v Local 17216996 - Pesr 172.16.89.5 [ +]
Data Link @ ethé v Local 17216986 v Peer 172,16.98.5 (4]
Layer 2 Mode(®): Enable

HA Traffic: Enable @

Link Aggregation(®): Settings
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| Case 4: Active/Active with Virtual Wire Mode @ SANGFOR

The successful high availability status is shown as below.

High A'b‘ﬂ"ﬂb"“y Coll TTiS nO0E: 19 i SECOPERTY 5TE [062 314 CONTOLITINETS {3N B CABRNSE Vi3 1
) 2 D
£ Sengs ' Rednish I*me'm'.-mmw ni2 Luml HEITDES SIS Novima
High Availability
O semegs | (™ Retwsn | | Moswastvesdcts m L2 Moo | HOMTINE SIS Nema

— HA Status: HA Siatus
—— I [y sanage Feer Dewice
A S 4 : b 4 Sati o
== — e
Local Device Information
Diiie e HO-NGAF Active controller NSF Local Device Information [T
i '] [
Contrad Lin the Devics Wame NSF
Coritrol Lk 1 Eotitrol Link ens
ks Lirs ethe ookt Link 1 . Passive controller NSF
Ciats Link 1 Diata Link ams
Diata Link: 1
sync Options
Curreni Device Roie Artve contmoder] Semings (D e "
e Device Rok
Auto Syne () Settings
Auta Syne I ¢
Syie tvow () Sync Mow
Sine Mo (§) Syne Now Vi LS

Note:

In active/active with virtual wire mode, you are able to manually shift device role by clicking
above “Setting”.
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| General Precautions & SANGFOR

~

B For inconsistent fraffic scenario as well as active/active high availability mode, if
interfaces of uplink and downlink devices NSF connected are route interfaces, it it
necessary to turn on “HA fraffic” feature, while in active/active with virtual wire mode,
it is necessary to turn on “Link Aggregation” feature.

B You are suggested to enable “Jumbo Frame” feature for data link as well as control link
interface for improving data forwarding efficiency.

B If uplink and downlink devices utilizes LACP mode link aggregation, the forwarding
algorithm should be nased on “source/destination IP”, otherwise there exists a chance
that whole fraffic may be inconsistent type.

B sangfor Technologies Page 54



THANK YOU

Technical Support Service
Email: fech.suppori@sangfor.com

Community: community.sangfor.com
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