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| Control Link @é SANGFOR

The control link is in charge for synchronizing heartbeat packets, which include
configuration and status information. Both remote and local sides have to appoint the

same interface for control link interface. Conftrol link is a mandatory setfting which
cannot be ignored.

System

& HA Policy Settings

HA Policy Enable
Made © ActivesStandby Agtiveidctive
Devite Name SANGFOR NGAF
Control Link @: Select \ Local | Seleit - Feer [ +]
Data Link(® Jptional . Local | Select - Peer (4]
Mirror Mode @ Enable
Advanced Se
B High Availabilty Group 0
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| Control Link @ SANGFOR

By default, a hello message is sent every 1000 ms. If more than 3 consecutive hello
messages are not received by the other side, it is considered that the remote NSF has
encountered a failure. Users can modify default settings in the advanced settings page.

Advanced

Virtsal MA Prafy DO.B0EE
Hello Packel Intenal 1000 s

Halia Packet Thresnold 3

DEPF Cost 10000

B3GR Cost 100

RiP Cost

GratuitousARPS Senl 10

Cooigown Time 300 sers (@
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Il | Data Link

@ SANGFOR

Data link is in charge for synchronizing sessions, which is an optional setting. If you don’t
configure data link, control link will take over for synchronizing sessions. If data link is
configured, it will represent control link for synchronizing heart-beats packets, only as

control link fails.

< | HA Policy Settings

HA Policy: Enable

Mode: O ActiverStandoy ActivelActive

Device Mame: SANGFOR Network Secure

Control Link G- Select Local Select Peer [ +]

Data Link@: eth1 Local 192.168.1.2 Peer [ +]
.

Mirror Mode (D Enable

Advanced: Setlings
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| Interface Monitoring @ SANGFOR

Interface monitoring is used to monitor the status of interfaces. An interface is
considered to be in a "failure" state when it is either unplugged or in disabled status. The
interface monitoring object can monitor multiple interfaces. If the trigger type is set to
"All fail”, the interface monitoring object become a "failure” status only when all the
interfaces fail. If the trigger type is set to "One fails’, the interface monitoring object
become a "failure” status as long as one of the interfaces fails..

Add Monitored Object
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| Link Monitoring @ SANGFOR

The link monitoring object is used for monitoring uplink and downlink devices. If uplink or
downlink device suffer failure, the link monitoring object will become "failure" state. The link
monitoring group can monitor multiple link monitoring objects. If the trigger type is set to "All
fail", link monitoring object enters a "failure” status only when all the link monitoring objects fail.

If the trigger type is set to "One fails”, the link monitoring enters a "failure” status as long as one
of the link monitoring objects fails.

Add Monitored Object
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i | Link Monitoring @ SANGFOR

When you want to monitor link objects in high availability settings, it is necessary to
configure link state detection in advance. The path is Objects > Link State Detection. In this
page you can select expected types of detection, such as ARP Probe, DNS Lookup, Ping
and BFD.
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il | Virtual IP — SANGFOR

If an IP needs to be synchronized between active and standby NSF and forward business
traffic, it is called the virtual IP. Compared to a real IP, the virtual IP is synchronized from
active to standby NSF and only issued by the active NSF, rather than the standby NSF.
When switchover occurs between active and standby NSF, the latest active NSF will issue
the virtual IP.

Add Virtual IP Address

Inerface
Virtzal MAG Enabie
1 (Entar at legst ane vertual 15 that does not confict with tha real IF of the standby noda
al IP (Enter at least o 3t does s rea ¢ standy node

Virtal IPv4/Metmask

Virtual [PvEsPrafix Lengin

Caﬁ:ﬁl
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| Virtual MAC & SANGFOR

When active and standby NSF perform a switchover, the latest active NSF sends gratuitous ARP
packets to uplink and downlink devices to notify them of the MAC address. Since NIC MAC address
(called real MAC address) in active and standby NSF is different. Either real MAC address or virtual
MAC forwards traffic. When uplink and downlink devices receive gratuitous ARP, their MAC address
table will refresh. Virtual MAC is born with virtual IP, while both in active and standby NSF, virtual MAC is
same. To some extent virtual MAC address will be more efficient than real MAC address during
switchover since to uplink and downlink devices the MAC address table will not be changed.

Add Virtual IP Address

Wirtual IP (Enter at least one wnual IF nat soes not confict wilh the reat P of Ine slandDy node

ViRusH P Netrmass
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Bl | Virtual MAC @ SANGFOR

Vitrual MAC can be generated automatically, while users are able to check or modify
default prefix of virtual MAC.

Advanced
Virtual MAC Prefix || 0000:5E
Hallo Packet intarval 1000 ms
Halig Packet Threshold: 3
QSPF Cost: 1000C
BGF Cost: 100
RIP Cost; 15
Gratuitous ARPs Sent 10
Cooldown Time: 300 secs (3
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| Group 0 and Group 1 S SANGFOR
Either group O or 1 represents a set of high availability. In active/standby mode, only group
O can be seen since there is only one set of high availability. Only in active/active as well
as layer-3 mode, there are two sets of high availability, requiring two NSF respectively act
as active node and standby node in two groups to forward business traffic. Therefore, only

the active/active as well as layer-3 mode has group 0 and group 1.

i | HA Policy Settings &  HA Policy Seftings

Page 12
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| Link Aggregation & SANGFOR

B Link aggregation is mainly used in the active/active as well as layer-2 mode scenario, where link aggregation is
performed on the uplink and downlink devices and traffic exists inconsistent path. After enabling this feature,
each NSF will automatically generate identifier (either O or 1) in backend. This identifier is not visible on the web
page.

B All traffic passing through the interfaces of the internal and external network areas in the NSF link aggregation
configuration will be processed by an algorithm based on the source or destination IP addresses. The algorithm
determines whether the computed value is 0 or 1, and forwards the corresponding data packet to specific NSF
by corresponding identifier (e.qg., if the computed value is 0, the data will be forwarded to the NSF with the

identifier O).
< | HA Policy Settings
[ Link Aggregation
HAPOlIy
Wode Actve/Standhy 0 Active/Active
Device Name: HO-NGAF
Contrel Link & eths - Lacal 172.16.99.5
Data Link (@ Optional - Lacal Selac
Layer 2 Mode ® Enabie

HA Tramc: Enable @ /
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| Link Aggregation & SANGFOR

The work flow is as below:

Step(D) : Client traffic accessing the server passes through Activel device. Activel performs detection by hash
algorithm. Once the detection is completed, the data packet is forwarded from Activel to the server.

Step(2) : The server returns the data packet, which arrives at Active0 by link aggregation.

Step(3) : Active 0 calculates the hash algorithm to determine it needs to be further checked by Activel. Same

destination address yields the same calculation result as before, the data packet is forwarded to Activel via the
data link.

Active0
o
o
| -
Confrol  Ddta T Client
Lirk Jiir'g( Link %,
Step® ] 0 _ ———>
I i g ’Etep(&) /
v s /
~N& /
4 /
i /
- e -/-
Activel S | —
“Step(®
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Il | HA Traffic € SANGFOR

HA traffic function is only used for asymmetric traffic occasion, if not, there is no need to turn it on

since this function will consume extra performance. HA traffic function is only applicable to

below 2 deployment scenarios.

B Scenario 1: Active/Active with Virtual Wire Mode as well as enabling link aggregation
function(if link aggregation function is not enabled, HA traffic will not take effect);

B Scenario 2. Active/Active with Layer-3 Mode;
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Il | HA Traffic pm
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| HA Traffic &> SANGFOR

-
The specific workflow when enabling both link aggregation and HA fraffic features in active/active Wifh virtual wire
mode is as follows:
Step(D) : Client traffic accessing the server goes through Active 1. Active 1 performs detection by hash algorithm on
the traffic, and upon completion of the detection, forwards it to the server.
Step(2) : The server returns the traffic, which reaches Active 0.
Step(®) : Active 0 applies the hash algorithm to determine that Active 1 should perform the detection (calculating
the same result for the same address). It forwards the packets to Active 1 through the data link.
Step(®) : After receiving the packets, Active 1 completes the detection and forwards them back to Active 0 through

the data link.
Step(®) : Active 0 returns the packets to the client..
Step(2)
o TS e - - Activel
. — S
& 5
r A - ~
Server I fl\ . ~ _ Step®
nir Degla - i, — Client
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Jll | Synchronization Objects @ SANGFOR

You are able to edit synchronization objects in the setting of *Auto Sync”, and currently there is only
sessions which can be selected.

Auto Sync Settings

Objects: Sessons (D
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| Synchronization Objects & SANGFOR

Sessions are synchronized by data link inferface in usual, and if there is no data link,
which can be synchronized by control link interface. There are several types of
synchronization methods, they are respectively as below.

Real-time synchronization This mainly contains sessions and is friggered as session establishment, deletion,
modification and adding.

Manual synchronization You are able to trigger it manually in web panel.
Scheduled synchronization In backend, there exists scheduled synchronization from one NSf to another.
Full synchronization This always happened when suffered switchover.
Note:

B As for parent-child link in the process of session synchronization, such as control
channel and data channel in FTP application, parent link will be synchronized
firstly and then child link.

B There are some exception which are not synchronized, such as local host sessions,
sessions of ICMP, and deleted sessions when interfaces turned down.
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| Negotiation Principle @ SANGFOR

B After both NSF have been configured control link and data link interfaces, “Hello” packet
determine which one is active and which one is standby.

B After negotiation process finishes, active NSF will synchronize configuration information, such
as business configuration, interfaces configuration etc. to standby NSF.

B If new configuration is executed in active NSF, it will automatically synchronize to standby
one, however there is no chance to delivery configuration in reverse process.

Sing comoleted.
syacirartTime: 2004309 111dk5a
Ve EnaT Las 204 -BF- 08 LU 8% 24
moSuleitele

meoule) RetuwrY  CSTEAIR Syec eomplEted. rale

sumule: flam ITANE: TS Replates Fate arfgi
sasuler dhojred statel Syt compIFted.

iei File
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| switchover Indicator @ SANGFOR

High availability switchover depends on a serial of elements, such as proactive preemption,
device failure value, monitoring objects failure value, configuration priority, and real-time priority.
Details of switchover delay can be referred as below.

Cause of Switchover Switchover Delay

Modify NSF priority in proactive preemption 1 heartbeat cycle
mode
Break down of monitoring interfaces no delay
Link monitoring detection failure no delay
NSF power off or whole NSF break down 3 heartbeats cycle

B sSongfor Technologies Page 21 M



SANGFOR

%

| switchover Elements

Configuration Priority:
Configure in web panel

System

< HA Policy Settings

Ha Polity Enable
Mode © ActverStandsy ActivelActive
Device Name HO-NGAF
Control Link @ gths - Local $72.16005 - Feer 172.16.996 (4]
Data Link (@ &hé - Local 17216985 - Peer 172165986 [+]
Mirror Mode Enable
Advanced Seltings
aroup 0
Description ptiona
l Priarity 200
Proactive Preemplion Enabie
Monitored Ciject Management Manage
Monitored Object & Salect {oplional bl
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| Switchover Elements &= SANGFOR
N

B Device failure value and monitoring objects failure value

By default the failure value of interface monitoring and link monitoring are 255 and device
failure value is 0. Either interface monitoring or link monitoring happened to failure, device
failure value will increase from default O to 255.

B Real-time Priority

Real-time priority = configuration priority - device failure value

Note: The minimal value of real-time priority is “0”, and never be a negative number. For
example if configuration priority is 100, and currently device failure value is 255, real-time priority
value then is “0”

B Proactive Preemption

Group O
Descripgtion: Optional
Priarity 200
Proactive Preemption: Enable
Freemption Delay 300
Monitored Chject Management Manage

Monitored Chiect (i select (ophiona -
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Il | Active/Standby Mode & SANGFOR

Only active NSF forwards traffic, standby NSF doesn’t in Active/Standby mode. Only
active NSF will issue virtual IP to uplink and downlink devices. When active NSF suffers
failure, there will tfrigger switchover, and then virtual IP will be issued by latest active
NSF. The configuration cannot be edited once NSF is elected as standby role.
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| Active/Standby with Mirror Mode S SANGFOR

The real IP forwards traffic replacing virtual IP, when compared with Active/Standby
mode. Except from OOBM interface, control link interface and data link interface,
the rest interfaces information will be synchronized from active NSF to standby NSF,
includina MAC addresses.

Physical Interfaces Subinterfaces VLAN Interfat

< | HA Policy Settings

C Retresh HA Policy Enable
non Kode © ActiverStandty AttivelAstive
Interface Name AN Aftribute Tve
Devite Name: HO-NGAF
ethl ~ OOBM i No Lay =
Control Link@ eths - Local 172.18.985 - Peer 17216906 +)
efh1 [ Yas Lay Data Link (@ ethd - Local 17216985 - Pesr 172 1BR GE 6 o
[hllrrﬁ' Mode @ Enatle ]
iy Ma Lay  Advanced Settings
Group 0
ath3 No Lay
[ii] No Lay Description
Priority 200
aths ﬂ Mo Lay Proactive Preemphion Enabia
E———_ not
Mondored Object Managament Manage
@ [ Na ay
Monitored Object (@ Select (optiona -
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| Active/Active with Virtual Wire Mode @ SANGFOR

There is no group O nor group 1 in Active/Active with layer-2 mode. If there exists
inconsistent traffic, you are required to turn on “Link Aggregation” function to
guarantee normal forwarding.

# | HA Policy Settings

Link Aggregation x [ Link Aggregation

& cracs

. LAN Sviartaced
HA Bolicy: &
Mode: K odead S
Device Name:
Contrel Link{E:
Data Link @ e
0 o

1208 wctacy oy |riwas S

Layer 2 Mode (®:

HATrafic:

~

Requirements

1. HA policy = enabled
2 The HA mode is activeractive and Layer 2 mode is enabled
3 Daia sync interface s configured

4 Alleast 2 available Layer-2 interfaces are required

\ J
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Bl | Active/Active with Layer-3 Mode < sANGFoR

Active/Active with layer-3 mode is mainly used for scenario that one NSF undertakes
too much due to large size of traffic, requiring another NSF to load balance. In this

mode, both NSF forward traffic as well as behave the relation between active and
backup in different group.

Active in group 0 Standby in group O

Standby in gr Active in group |

= saNETaT
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JVUER Case Study of High Availability
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| Case 1: Active/Standby with Mirror Mode S SANGFOR

A customer now purchase 2 NSF to deploy current network and require NSF provide

high availability. Below is the overall topology.

Active |,  Route Mode Standby

eth5

ethé
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| Case 1: Active/Standby with Mirror Mode

In expected active NSF, configure network and interfaces(ignore security policy and
deployment related)

S sancron

Edit Physical Interface x
Edit Physical Inte
Edit Physical Interface b 4 Bl
Basics  Edit Physical Interface x e Kama ging
YTea Basics i Sutus 0 Erucies Daatied
Status
Status Ny L Dt rgnen
S '0 Enarec Daomg Caescripho Tiee Layer 3 -

[ —

etht [ Yes Layer 3 Internel Static |1Pvd/Static IPvE 172.168.60.122124 Full-duplex 1000Mbps 15001500 E¢
eth2 . No Layer3 LAN Static IPva/Static 1PvE 192 168.77. 2124 Full-duptex 1000Mbps 150001500 Edi
Pud P AT IR o ik hiade =
Pl MTU i i
B A35y G A IF Asgigrimant
[P MY 1500
buimits Frame O En
siing = Jurioa Frame D 20
AL s ok S al88 a8 Rastors Dotasm
s e - —
1aC Asaress ke fa 87 38 2 Seatom Datauty
Lk Bandwicltti  Outbound 1000 S imboyrd 1000 higs -
Link Bandencl Lnk Bahcwidh . Quibound 100 M T LAEC AT Management Service
o Management Service Aliow wEeun M AING S B 55
nageme Management Ser
S A0 h g N [ et -0 L & oon
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Il | Case 1: Active/Standby with Mirror Mode

In expected standby NSF, configure network and interfaces.

Edit Physical Interface ® Edit Physical Interface 4
Basics Basics
WName gihs Name BthG
Status 0 Enavics Disabled Sistus O ensiec Disatied
Descriphion | Orphional Drescripton Ciptional
Type Layer 3 - Typa Layar 3 -
Zone Controd-Link - Zong Data-Link *
Basic Altriutes WAN atinbute Basx Aftributes: WAN DUt
Reverss Aouting (0 Enabled Reverse Routing (D Enatied
IPyd 1P Advanced IPvd IPv Advanced
P Assgnment O Siate oHCP PPPRE PAssignment ) Stanc DHCP PPPBE
Statc IP 17216 90.6/24 o Static 1P 172.46.90.6124 o
Default Gateway Detault Gateway
Lintk Bancwedin Cutboursd 1000 Mbps - inbowund 1000 Meps - Lk Bandwidih Cutbowng 1000 Mops - inboung 1000 Nops -
Management Service Management Service
Allow WEBLI FING ENMB S5 Alioyw WESUI FING AP 55K
B sangfor Technologies Page




| Case 1: Active/Standby with Mirror Mode & SANGFOR

In expected active NSF, configure setting of high availability.

< | HA Policy Settings

HAPalicy & Enacie " 4
Monitored Object Management X
Mooe O ActverStandoy ALt
Device Name HE-NGAF CIS 378 IME : L Al : 3 B I B0 =2u] 28] S LIE t 18T, 4
Controf Link D ethS o
Data Link (i) ethé . Interface Monitoring Link Mormtonng
irrar iode (T - A m
© Add | (C Refrash
Advanced Settings
Group Name Inferface Failure Trigger Operation
Gioup 0
business interface g1 gth Cne fails Edil Delate
Description Cptiona!
Froattive Freemphion Enabie
Manitored Ohject® Sefac! (Hokiona)
Save Cantel
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| Case 1: Active/Standby with Mirror Mode

In expected standby NSF, configure setting of high availability.

< HA Policy Settings

HA Pelicy Enable
Made: O ActiverStandoy ActvelActive
Device Name NSF
Control Link @) gthS Lacal 172.16.98.6 Peer 172.16.90.5
Data Link(D ethé Local 172.16.98 6 Peer 172.16.985
Mirror Mode & Enable
Agdvanced: Saftings
Group 0
Description Cptional
Froactive Freemplion Enable
Secs
Konitored Obiect Management Manage
Monitored Obiject (® Select (optivnal

e ©
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| Case 1: Active/Standby with Mirror Mode < sANGFoR

After high availability is established successtully, it will display below status.

High Availability

Made M sieinast e ;
£ Senngs C Rafres M Nndl o o, (D) This nada ks in-secondary sync roie and configurations cannol b thanged via it

High Availability
| Groun o status Active | $Esemngs | (®Refresh’ | ModeMitor Mode Heartoea! Status: Nomma
Swich o Seany @ é
wss | QEED

Manage Pesr Dovice

Groug 0 Status; Aclive

I Group 0 Stats-Passive I

Local Device information [T 10T

Dievice MName HO-NGAF
Control Link #mE
Control Lisk 1 ]
Active N5F Local Device Information
Data Link el
Data Livk 4 Device Name: NSF
Mardpred Intertace Slatus. - Contral Link eths
Memoer inferface Stalus - Contrad Link 1
Standby NSF
Uptime Afer Swichover. 0 days & hvs 21 ming View Swscaover Information Dita Link: gthé
Data Link 1

Mondored Interface Status: -
Member Intedace Status

Uptima Ater Switchover. 0 days & heg 10 mins Visw Svaichover Information

B sSongfor Technologies



| Case 2: Active/Standby Mode & SANGFOR

A customer’s internal network is based on VRRP protocol, now customer purchased 2
NSF to deploy current network and require NSF provide high availability. Below is the
overall topology.

ACﬁVe Route Mode

ethb

ethé
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[l | Case 2: Active/Standby Mode & SANGFOR

In expected active NSF, configure network and interfaces(ignore security policy and
deployment related)

Edit |Edit Physical Interface

x
Edit |Edit Fhysical interface %
ga Basics
Ba  fencs Na  Name &nd
" = s iz i 0 Ernaties Disatied
ry Stifus O Eransa Ditabien
De  Destrpben
Descrpnn
= Pjp  Troe Layer3 -
ath1 [ es Layer3 Internet Static IPva/Static IPvE 172.168.60.122124 Full-guplex. 1000Mbps 150011500 Edit
eth2 o No Layer3 LAN Static IPva/Static I1PV6  192.168.77.2/24 Full-duplex 1000Mbps 150011500 Edit
Pt Pl AGVEACE N _
Link Moo .
L =] T
i 0 o TPy AT 500 i
Pl MTU 500
Il T 30
Jumba Frame D S Frame ]
MALC &ggrets ek T30 28 Bestore Detactts WAL Adiress tocfc e 20 BE 48 Bestore Detaults
Lk Badandth Outboung ' Y000 N - nboung 1000 MECS - Lin Lk Banoaidth Oulboung 100 oS - Inboung 1000 Mbos -
s Management Service Ma Management Service
AR anow Bvese e SNMF 55 o Ao M oweey B ENG ShiP oM
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[l | Case 2: Active/Standby Mode & SANGFOR

In expected standby NSF, configure network and interfaces.

Edit Physical Interface X Edit Physical Interface x
Basics Basics
Name ging MNamea aths
Status © Ensvisg Disabled Siatus O Enabies Disahied
Descriphion | Opbional Drescriphon Ciplional
Type Layer 3 - Type Layar 3 -
@ etht - Yes Layer3  Inlernet Static IPv4/Stat 172 16860 123724  Full-duplex 1000Mbps 1500/1500
to-negobishon
eth2 o No Layer 3 LAN Static IPv4/Sial 192.168.77.324 Full-duplex 1000Mbps 150041500
SR O-TREQ oA T CHN
Static IP. 17216 95.6/24 (H] Static 1P 17246906124 L))
Default Galeway Default Gateway
Link Banowidih,  Outboung 1000 Mbps b Inbound | 1000 Mops - Link Bandwidth.  Quiboung 1000 Mops v Inbound | 1000 Mops b
Management Service Management Service
Allow WEBLI FING ENMB S5 Alipw WEaUI FiNG SHAP 55K
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| Case 2: Active/Standby Mode < sANGFoR

In expected active NSF, configure setting of high availability.

<  HA Policy Settings

HA Paliey
Mode Monitored Object Management X
Device Mame b x
Control Link @)
Data Link @ Interface Monitoring Link Monitoring
Mirror Mode (&
(+ L (C' Refresh
Ageansed
Group Name Interface Failure Trigger Ciperation
Group 0
business interface eth1 eth2 Cne fails Edit Delete
Descnption
Prionty
Proacine Pres
Virtual IP Adg
[+ T
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| Case 2: Active/Standby Mode < sANGFoR
In expected standby NSF, configure setting of high availability.

£ | HA Policy Settings

EREn Monitored Object Management
Wode
1 -
Device Name
Control Link(@); = o . i
Interface Manitoring Link Monitoring
Data Link (&
fresn
Wirtar Mode (3 @A C Regves
Agvanced: Group Name Interface Failure Trigger Cperation
& business interface eth1 eth2 One fails Edit Delete
roup 0
Diescription;
Prority

Proactie Préemption

Wirual IP Agdresees

[+t

Intarface
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| Case 2: Active/Standby Mode s SANGFOR

The successful high availability status is shown as below.

High Avallability

ol oA n g Haa SR M D I""" NodE e SCondary Sy mie and cohfiguratom cannol B changed v it I

High Availability

Switt b Stanaty (D
- =
Manage Foer Diaca

Giroup |:- Group 0 Status Active
Local Device Information = Lt e || vasae M FA Statis

L3 Settings ( Refresn e A thverStanaty Hearmmest Status: Norma

Davicd Nam HO-MGAF
Control Link L
i 1 Local Device Information [ETETTNT
D L e Active NSF Devica Name NSF
Diata Link 1 . Control Lirk ens
Mordiored irfartace Saus: Hormal Gontrol Link 1 . Standby NSF
Kemoas intérface St - Diata Link e
Uiptime Afer Swakthover O daye 0098 5 mim View Swelchovss Intormabon Diata Link 1
Mgmibored inferfare Statee:  Nomal
L v hamber inferface Status.
Cument Devite Role AL COnroder 1 ptime Aller Swikhover [odaysOnmd mrs View Seitchovsr information
Auto Byne @ Satengs
Epne Nowll) 1 Syme Now Vi Logs $302 Setions
Current Denic e Rok Passne controber
Auto Sy () 1 Sattngs
Syne Now (D SmeNow  \View Lags
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llll| Case 3: Active/Active with Layer-3 Mode & SANGFOR

A customer purchase 2 NSF to be deployed in egress of enterprise network and they
require to achieve active/active mode for traffic load balance, besides downlink core

switches is based on VRRP protocol.

Route Mode

ethb

Standby in group 0
Active in group 1

Active in group O
Standby in group 1

ethé
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lll| Case 3: Active/Active with Layer-3 Mode > SANGFOR

The first NSF business and high availability interfaces are configured as below.

Edit Physical Interface x Edit Physical Int Edit Physical Interface %
Edit Physical Interface i3 Basics sasics
MNama
Basics Mame gihd
SHais
Name omis Status O Enatizd Disatied
Stats Enames Cmanea j Descrpbon - =
Desnpbon Optiona
L I T"’“ + a
ath1 | Yes Layer 3 Intermat Static IPv4/Static IPVG 172.168.60.122124 Full-guplex. 1000Mbps 15001500 Edit
eth2 ff_ﬁ‘i No Layer3 LAN Static IPva/Static IPVE 192.168.77.2124 Full-dupiex 1000Mbps 150011500 Edit
Pd R
1Pya IPVvE Agvanted
P4 (5] Adtvanied
[P Assignmes
Link faoge - @
L ooy . @
: [Pyg WTU 1500 @
Pl WTL 1508 il
IPvE MU 1500 PG T 1500
Jumta Frame (D Enabie Jumba Frame D)
MAL Asaress fodz e 5T 38 2 Resiors Dalaults MAC agdress fefcfe-af a8.48 Restore Defaits
[ Link Banawige
Link Bancwidth  Quisoung 1000 Mops - inboune 1000 WEes T Link Banewidt  Dutbound: 1000 Mbps - Inpoeng | 1000 NS -
Management S¢
Managemant Service . Management Service
o s S i e e Al wesUl [ PinG SNMP s8H

Cancel
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| Case 3: Active/Active with Layer-3 Mode & SANGFOR

It is necessary to configure link state propagation.

Physical Interfaces Subinterfaces VLAN Interfaces Aggregate Interfaces Local Loopback Interfaces GRE Tunnels Link State Propagation
Enable link state propagabion
[+ ™ Rafrash
Physical Interfaces * Operation

ath1, ethz Edt  Deleie
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| Case 3: Active/Active with Layer-3 Mode & SANGFOR
In first NSF, configure setting of high availability.

< | HA Policy Settings

HA Pelicy -mia
: GroupD  Group1 Group0  Group 1
Mode
Device Name: Destription: Jobaral Deseription Cgtiona
Control Link® Priority LII Friority
Proactive Sreemplion Enante .
Dista Link® Proactive Preemplion Enatle
Preemplion Delay 3 Freemgptian Delay 3
Layer 2 Mode(
Virual IP Addresces Virtual IP Agdresses
HA Traffic
& 40d  Refresn —
A Refrésh Search
Advanced [+] cr t
it bbb Interface Virtual IPiNetmask Virtual MAC Operation
1 721 121724
st ! SR e 172,163 80124724 00-00-5e-20-00-01 Edit Dalata
152,163 771424
S4a i L eth2 162.163.77.424 00-00-5-20-00-02 Edit Delste

Tatal 2 o Enries Per Page 50 + OoToPage

Konitorea Chject Management Manags
Montored Obyect Management: Manage

Monforsd Chject @ I business interface I
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| Case 3: Active/Active with Layer-3 Mode & SANGFOR

The second NSF business and high availability interfaces are configured as below.

Group 0 IGmup 1
‘-

Description Optional Group 0 Group 1
| Prioaty 100
HAT
Proactive Preemplion M Enatie Descrphan ahon:
Maoc
Praemotion Detay 3 Prearty
Dev Virtual IP Addresses Proactve Freemption: Enable
Preempobon Delay 3 ]
Con O Add C Refresh
Virtual 1P Adgresses
Interface Virtual IPMNeb
Dati & Aad  Refresn Search @
etnd 172163607
LE'_-.H Interface Vintual IPMNetmask Virtual MAC Operation
eth2 182,168,771 B
atn1 1727626012424 00-00-5-20-00-01 Edt Dlete
HA®
einz 102163 77424 D-00-5e-00-00-02 Edt  Delete
Ay
Monitoreg Object Managemant Manage Total. 2 o Enines Per Page: 50 = GoToPage 1
Monitored Cbject (D Dusiness interface Monitored Chjsct Maragerment Manage

Maonitered Chyesti® business nterface .
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| Case 3: Active/Active with Layer-3 Mode < sANGFoR

The successful high availability status is shown as below.

High Availability High Availability

£ settings {* Refresn Iode Actival A ive Heartheat Status: Mot
£} Settings O Refresh | ModeAstverigtive Hearioeal Status: Normal

Group 0 Status: Aclive Manage Pedr Device

Switth fo Stanaby (0 Group 0 Status Passive Group O Status-Active
Group 1 Status: Passive 1 Statue- Acti "
'~ St wsActive A : Group 1 Status Passive
L 4 B St to Standiy @ e " Poat Dovics

HA Status Nmr.—;: HA Status: ?.cr: mal

Local Device Infermation
Local Device Information [ESTE0T

Device Name HO-NGAF

Contro! Link: s First NSF Device Name: NSF

Eonitrsl Link 1: Conirol Link &g Second NSF
Diata Link &ind Controt Lank 1

Data Link 1 Data Link: &ihb

Monitored Interface Siatus: Normal Data Link 1

Mamber interface Statis”  « ontored interface Status: Nomal

Uptime After Switlchower  Ddays O s 7 ming Vigw Switchover mfarmation Member interfate Siatus

Uptme Afer Switchove 0 days O hs 8 ming View Seichover Informabon

sync Options
Currant Device Roke Active conlrolied Sync Options
Ao Syne D ¢ Settings Current Devite Role: Passie controtigr = i
Syne Now (@D : Sync Now  View Logs Auta Syne @ : Saitings
Syne Now D : Sync Now  \irw Logs
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[l | Case 4: Active/Active with Virtual Wire Mode @ SANGFOR

A customer’s internal is connected by link aggregation from core switch to router. Now
they purchase 2 NSF to be deployed in virtual wire mode between router and switch.
Besides, 2 NSF need to work as active/active high availability mode. Given that there
probably exists inconsistent business traffic in this fopology, for 2 NSF it is necessary to
configure link aggregation function.

ROUTER

g )N
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Il | Case 4: Active/Active with Virtual Wire Mode

In expected active conftroller NSF, business and high availability interfaces are configured

as below.

Edit Physical Interface
Edit Physical Interface Edit Physical In Edit Physical In
Basics
Basics Basics Basics
Mame eing
L3 WE j Wame
teame: P Nama Status O Enaniea
Shatirs O enaziad Seatus Status
Destripiion Optional
Descrip!
_ gih2 [ Yes Vifuaiwire  Virtual_untrust A
e
Lons
— gth3 e | Mo Vittualwirs  Virtual_untrust_A
Revaits
IPvé IPvE Advane sy
=) =i Agvanced Bva 12va
IF Asegamant Lath Link hiose
iFasegamant ) Siatic I IP Assignme
ciileihnie IPv4 MTU 1500
Stat [P it T
I HTY IPVE MTU 1500
iPv8 MTU proaasaery
Betault Gatewa) Jumibo Fram

WAL Addres

Link Bangwidtn.  Quiboung 1000

(4]

3Mwicth

Management Service

Management &
Ao WEBUI =1 a8

Al

B sSongfor Technologies

MAC AGHrEss ferfe fer 8783 42

Link Bancwideh Cutbound 1000
Link Bandwidath

Management Service
Management S

Allow WEBUI PING

AW

x

Full-duptex 1000Mbps

Full-gupiex 1000Mbps

Restore Defautts

1000 Mugs -

oK Cance

S sancron

15001500 Edit

15001500 + Edit




| Case 4: Active/Active with Virtual Wire Mode @ SANGFOR

In expected passive controller NSF, business and high availability interfaces are
configured as below.

s
Edit Physical Interface i e Edit Physical Interface .
Edit Physical Interface x
Basics
Basics Basics
N . Basies
- ama: ahs
Name gins Name eihd
Name eine
- Stats © Enabied O
Status © Enabled Status ©O Enabied Disabled
Status © Enatied Ciisabied
Dwees ription | Petona
Descrigtan Description ’— Qotiona e
" TiEe Layer 3 Oes:ripton | Pocona
Type: Layer3 Type Layer 3
Tyoe Layer 3 -
. Zone Conrol-tink
Zone, Contrat-Link Zong Data-Link .
Zore: Data-Linic b
Basic Affributes: WAN atinbute
Sasic Anrifutes AN atirioul Basic Attributes; WAN attribute —— NAN :
o Reverse Routng @ Enabiad Bass Altributes WAN attnbute
Revarss Routing I Enaties Reverse Routng (@ Enabied
Reverse Routing I Enadied
IPvd IPvE ASvEnteg
Pud ot Advante ——— P4 1P AdVEant
= e iPva o] Azvanced
= et Link Mode
®assgnment @ Stanc iFassignment O Stane DHCP
(Fyd MTU 1500 Link koo * i
Sratic P e = Statie |P 1721688 IPv4 MTU 1400 =
Jumba Frame D PG MTU 1500
Defaull Gattw MAC Acdrass LR RS Dafaull Gateway Jvenbe Erama B il
MAL Address: ot fenSibe 43 Restore Defallts
Link Bandwidtn:  Oufbound 1000 Link Sanawidn. - Outbound 1000 i e
. L ¥ A Link Banawssth Cuthound 000 Mbos
Lir Banomigin Dumdung 1000 MEDs - inbound 1000 Meps -
: Managemant Service
Management Service Management Service
: s Aliw wesw B PING Managemant Service
Alkerw & wesul F Alicw WEBLII FING sh

Al WEBLI FING SNMP 58H

0K Cancal
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| Case 4: Active/Active with Virtual Wire Mode

S sancron

In expected active controller NSF, business and high availability interfaces are configured

as below.
3 . Link Aggregation o
< | HA Policy Settings
Enable (L
LAN Interfaces (©
HA Policy Enable
O 254
Mode: Active/Standby Local injerface Peer Intarface Operation
#tha &3 =
Device Name: HO-NGAF
Control Link@: eths 172.16.996 o
Data Link(@; eih 172.168.98.6 (4]
Layer 2 Mode ® Enable
AN Interfaces (0
HA Traffic: | Enable @ l O Aca
Link A{_:gregamn G} SEt"LI.F!gE- Local intesface Pear Interface Operation
#th #he Ll
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Il | Case 4: Active/Active with Virtual Wire Mode @ SANGFOR

In expected passive controller NSF, business and high availability interfaces are
configured as below.

< | HA Policy Settings

HA Policy Enable

Mode: Active/Standby 0 ActvelActive

Device Name: MNSF

Control Link @ etns v Local 17216996 - Peer 172.16.89.5 (+]
Data Link@: ethé v Local 17216986 v Peer 172.16.985 (4]
Layer 2 Mode ®- Enable

HA Traffic: Enable @

Link-Aggregation@): Settings
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| Case 4: Active/Active with Virtual Wire Mode @ SANGFOR

The successful high availability status is shown as below.

Hiqh AV-.“.h"“Y '[T":'.'..:- % SSCOMERTY STE 1O 3R COrgW BLONE {3000t G CRANGOS WA A ]
£ Sentngs { Ruliash | Mode Acfiiacive in L2 -‘-'-&RI Hapmeal Siatia Normal
High Availability
Ly semrgs | (™ Raefwsn 1| Moo Acoveidcre L2 Moo | HaaTDAR SIIUE o

_— HA S1aty Maorrml A St
Car — o

Lecal Device information

Marage Pear LEalR
4 - B HA 5 A e HA Staks Barmal
= — e

Dewice Name HO-NGAF Active controller NSF Local Device Information [ESTEE
Loniyol L. nk ein3 Divics Navme NgF
Controf Link 1 Coorgral Link gt
Dia Lind #1rd Cortrol Lk § . Passive controller NSF
Ciats Luni 1 Duaka Link amd
Ciata Lirk: 1
Sync Options
Cumrend Device Rola A bive cantofien] Settmgs () e i
Cunent Deaice Rioe Passbw conteed Seterg ()
Auto Syne il Setings o th
i Auto Syne (D Settrgs
Syrc Now(i) Syt Now Wiew Logs
Sy, Now () Syne Now

Note:

In active/active with virtual wire mode, you are able to manually shift device role by clicking
above “Setting”.
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| General Precautions & SANGFOR

B For inconsistent fraffic scenario as well as active/active high availability mode, if interfaces of
uplink and downlink devices NSF connected are route interfaces, it it necessary to turn on “HA
traffic” feature, while '
Aggregation” feature

B You are suggested to e
interface for iMmprovin ="

m If uplink and downlin

should be nased on “

may be inconsistent t

As for dynamic routing circumstance, such as: OSPF and BGP, you need to manually sync

roufing from active to standby NSF, by executing below command in web-console.

admin{cmnfi%}# show ha sync switch .r]“LHWK

Troubleshoofing Display the status of enabling/disabling HA sync

53551?n: enable 'lhrwk
ospf-info: enable

hgp—info: enable

fast—-=ses=zion: disable

admin (config) # hole traffic

Logs

Web Console

System

config

® General Setlings - admin(config) - adminf config
admin(config)f|ha sync bgp-info enable admin (config)

admin (config) f ha sync ospf-info ensble

@ Security Capability Update admin (config) § ite : Lg]
y ) admin(config)
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THANK YOU

Technical Support Service
Email: tech.supportf@sangfor.com

Community: community.sangfor.com
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